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Overview	
 
The steps below are designed to assist with Windows Server 2008 Application, Security and Event log collection into 
a RSA Security Analytics 10.3 SP1 Log Collector using Kerberos and a domain account with administrative 
permissions.  Finally this document will go over setting up the Identity Feed to add Active Directory Domains, 
Workstations and Usernames to packet and non Windows sessions. 
 
This document has three distinct parts.  The first is setting up Kerberos for Active Directory authentication of service 
accounts (Broker, Concentrator, etc) as well as other accounts used for various purposes.  Please note these steps 
do not set up Active Directory integration into the GUI.  This is a separate process configured in the SA GUI under 
Administration -> System.  Setting up Kerberos on all boxes is essential for authenticating service accounts for 
Security Analytics use. 
 
The second piece is setting up Windows Collection on Security Analytics and setting up WinRM via a GPO for log 
collection.  Since domain controllers do not have local accounts an authenticated user and GPO must be used.  
Identity leverages Windows messages (Win2K8 =4624, 4769, 4770, 4773 Win2K3= 528, 540, 673, 674) which are 
typically found on domain controllers in the Security channel.  This guide will only go over setup for Win2K8 using 
WinRM.  However Win2K3 is similar. 
 
The third piece is configuring the Log Collector for Identity and setting up the Identity feed. 
 
Windows Remote Management (WinRM) is the Microsoft implementation of WS-Management Protocol, a standard 
SOAP-based, firewall-friendly protocol that provides a common way for systems to access and exchange 
management information. WinRM is capable of many things, including remote execution of commands and scripts 
and the security implications of WinRM are beyond the scope of this paper. More information about WinRM can be 
found at: http://msdn.microsoft.com/en-us/library/windows/desktop/aa384426%28v=vs.85%29.aspx  
 
(The WinRM version used for testing / configuration in this document is WinRM 2.0.) 
 
https://knowledge.rsasecurity.com/docs/rsa_env/device_config/Windows_Eventing_deployment_overview.pdf 
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Prerequisites	
1. Navigate	to	Administration->Devices	to	verify	that	log	collector,	log	decoder	and	concentrator	

are	running	10.2	SP1	(10.2.5.1)	or	higher	

 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
 

2. Verify	that	proper	Kerberos	packages	are	installed	

  
 

  
  
 

3. Verify	kinit	is	installed	
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Configure	Kerberos	Authentication	
 
**Please note the following steps must be done on the log decoder or log collector appliances 
used to pull WinRM security logs.  However if external Kerberos authentication for users is 
required on the appliances, the following steps will be used to set up Kerberos.  
 

1. Make sure that you have upgraded all your Log Collection services to at least Security Analytics 10.2.5.1 
(using	the	nwlogcollectorcontent-10.2.5.1-1.noarch.rpm). 
 

2. Make sure that DNS can resolve fully qualified domain names to addresses and the addresses to the fully 
qualified domain names.  If this is not working check your /etc/resolv.conf file. 
 

3. Security Analytics supports a single Kerberos principal per Kerberos domain. This means that all Windows 
collection aliases that correspond to a Windows Active Directory domain must use the same domain 
account. You must: 

a. Use domain accounts exclusively. 
b. Make sure that each domain account has the appropriate access for collection so that all channels 

work. 
 

4. Use the Kerberos principal name as the User Name. 
When you configure an alias with the Negotiate authentication method under Windows Event Source 
Configuration Parameters, you must: 

a. Specify the Kerberos principal name for the User Name parameter in the 
format username@KERBEROSREALM.  
Example: logcollector@LAB30.LOCAL.  
(Use all UPPER CASE letters to define a Kerberos realm name.) 

b. Use fully qualified domain names for event sources. (Do not use an IP address.) 
 

5. Install all the following RPM’s from yum ( This can be performed by running the following commands: 
a. yum install krb5-libs 
b. yum install pam_krb5 
c. yum install krb5-workstation 

 
6. Run authconfig-tui from the command line. 

a. Select “Use Kerberos” 
b. Select “Local authorization is sufficient” 
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7. Select Next 
a. Enter your Kerberos realm which should be your active directory domain name in ALL CAPS. 
b. Set your KDC and admin server to your AD domain controller 
c. Check “Use DNS to resolve hosts to realms” and “Use DNS to locate KDC’s for realms” 

  
  
  
  
  
  
  
  
  
  
  
 

8. Select Ok. You should now be back at the command line.   
a. Run “kinit <youradusername>” to test Kerberos authentication.   
b. Enter your AD password when prompted.  This command will produce no output if successful, but 

will generate an error if it fails. 
9. Run “vi /etc/pam.d/netwitness” to open the netwitness file in vi editor 

a. Comment out all lines in the Netwitness file and add the following to the end of the line  
 “auth  required pam_krb5.so no_user_check” 

 
  
  
  
  
  
  
  

10. Run “vi /etc/krb5.conf” to open the krb5.conf file in editor. 
a. Set the ticket_lifetime parameter. 
b. Windows collection does not renew tickets. Set the ticket_lifetime parameter to the largest value 

that is supported in your Windows environment. 10h would represent 10 hours which is the 
Windows Active Directory Domain default setting. 
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Schedule	Windows	collection	to	restart	
You can restart Windows collection automatically using the Task Scheduler. On a start and restart, Windows 
collection retrieves and lists Kerberos TGTs for the principals. Before the TGTs expire, you must restart the Windows 
collection. Please make sure that the restart interval you choose is lower than the lifetime of TGTs. Windows 
collection does not renew TGTs because the TGTs may expire before the requested ticket lifetime. 
 
Complete the following steps to schedule a Windows collection restart using the Task Scheduler: 
 

1. In the REST API, click sys > config. 
The system configuration parameters are displayed below. 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 

2. Click (*) to the right of scheduler. The Properties for the/sys/config/scheduler are displayed. 
. 

3. Select addInter from the drop-down list to schedule an action at an interval. 

4. Enter the following string in Parameters: 
durationtype=value pathname=/logcollection/windows msg=restart 

durationtype can be seconds, minutes or hours. For example, hours=8 
schedules Windows collection to restart every 48 hours. 
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5. Click Send and review the sys/config/scheduler to confirm that the Security Analytics scheduled Windows 
Log Collection to restart. 
 

6. If you need to change the interval of the scheduled restart task, you need to delete the task and 
specify a new one: 
o Click (*) to the right of scheduler and select print from the drop-down list to display the scheduled 

tasks under Output. 
o Note the task-id, select delSched from the drop-down list message, enter the id=task-id string 

in Parameters, and clickSend. 
o Repeat the steps above for adding the new scheduled restart task. 

 

Review	Kerberos-Related	Logs	at	Windows	Collection	Restart	
A Windows Collection restart generates log messages on the status of Kerberos TGT acquisition and other details, 
for example: 

Apr 26 16:57:38 localhost nw[28119]: [WindowsCollection] [info] Refreshed Kerberos ticket 
cache for account : logcollector@LAB30.LOCAL 
Apr 26 16:57:38 localhost nw[28119]: [WindowsCollection] [info] Kerberos 
ticket cache: 
Ticket cache: DIR::/var/netwitness/logcollector/runtime/krb5_ccache_dir/ 
tktvl5iTI 
Default principal: logcollector@LAB30.LOCAL 
Valid starting Expires Service principal 
2013-Apr-26 20:57:37 2013-Apr-26 21:12:37 krbtgt/LAB30.LOCAL@LAB30 
.LOCAL 
renew until 2013-Apr-26 21:12:37, Etype (skey, tkt): arcfour 
-hmac, arcfour-hmac 
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Configure	Windows	Event	Sources	

Set	up	the	Lockbox	
 

1. Prior to setting up any Windows Devices on a Log Collector you will need to setup its Lockbox.  You can do 
this by going to Administration -> Devices -> Select Log Collector -> Config -> Settings 

a. Enter a Lockbox password in New Lockbox Password that consists of atleast 1 of the following: 
Uppercase, Lowercase, Number, Special Character  

b. Click Apply 

 
  
  
  
  
  
  
  
  
  
  
  
  
  
 
 
 
 

Add	Windows	Event	Sources	
 

1. Go to Administration à  Devices à  Select Log Collector à  Config à  Event Sources  
a. Select Windows from the drop down menu and Kerberos Realm Configuration from the drop 

down next to it. Only perform this step if the Kerberos Realm you set up at the beginning of this 
document is NOT already populated. 
*Note: If you are running 10.2 SP2 or earlier this step is not necessary.  Move to step 2 
 

b. Click the plus button to add a new Kerberos Realm Configuration 

 
c. Enter the same information you provided in the authconfig-tui wizard in the Configuring Kerberos 

Authentication section.  Note Kerberos realm name must be in ALL CAPS 
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2. Change the dropdown from Kerberos Realm Configuration to Config and click the plus button to add an 
event category. 

a. Give the event source an Alias.   
It is recommend to keep the alias alphanumeric and to not use special characters. 

b. Change Type to Negotiate 
c. For Channel enter “Application,System,Security” 
d. Username will be the username with administrative rights in the domain used to collect the logs 

from Windows Domain Controllers.  Note the format of username@DOMAIN  
 Capital letters are important for the domain suffix. 

e. Enter password for this account 
f. Check Read All Events 
g. From the advanced drop down set Max Duration Per Cycle to 180 
h. Max Events Per Cycle 5000 
i. Polling Interval 120 
j. Check Render Events 
k. Click OK 
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3. Check your newly added event category. 
  
  
 

a. To the right of event category click the plus under Hosts to add a new host	
b. In the Event Source Address list the IP of your first domain controller. 
c. If using http leave the port at 5985 
d. Set Tansport Mode to http 
e. Check Enabled 
f. Under Advanced select the appropriate type.  In this case it will be Domain Controller however 

configuration for non domain controllers is the same with the exception of selecting Non-Domain 
Controller 

g. Do not check Validate Server 
h. Enter your appropriate local language for the domain controller under Render Locale.  US English 

is en-US 
i. Select Off for Debug 
j. Do not check Resolve SIDs 
k. Click OK 
l. Enter any remaining domain controllers or Windows servers.  You can do a bulk import using a csv 

by clicking the Import Source button in the host section. 
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4. From the General tab scroll down to Windows Collection and select Start Collection of Service Startup 

5. Restart the Log Collector Service. 

 
WinRM Configuration with Active Directory Group Policy: 
In cases where many computers need to be configured, or in cases where the target log source is a domain 
controller, it is necessary to enable WinRM via GPO.   
 
To configure unsecured communication using a GPO: 
 

1. Open the Group Policy Management Console on the domain controller, click Start > Administrative Tools 
> Group Policy Management.  In the left hand tree, browse to the Group Policy Objects folder for your 
domain. 

2. Right click on the Default Domain Controller Policy and click edit.  If you create a new GPO please ensure 
Authenticated Users and the user name you will be using for pulling the logs are added to User, Groups and 
Computers the GPO applies to. 
  
  
  
 

 
 
  
  
  

  
  
  
 
 
 
 
  
  
  

 
 
 
 

a. Expand Computer Configuration > Policies > Administrative Tempates > Windows 
Components > Windows Remote Management (WinRM), and click WinRM Service. 
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b. In the right-hand pane, double-click Allow automatic configuration for listeners to open the 
Properties dialog box.  Select Enabled, and in both IPv4 filters and IPv6 filter fields type * to allow 
for listener service on all interfaces. 

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
 
 
 

c. Click Next Setting three times and in Allow unencrypted traffic properties dialog box ,select 
Enabled then click OK. 
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3. To allow WinRM service access to the Security log channel, follow these steps: 

 

a. Without closing the Group Policy Management Editor window, click Start > Run and type cmd. 
 

b. Right click cmd in the search list and select Run as Admininstrator. Elevated privilages are 
required when running the following commands. 
 

c. To obtain the existing SDDL string from the domain controller, type: wevtutil gl Security 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
 
 

d. Copy the channelAccess string to the clipboard 

 
e. In the Group Policy Management Editor, expand Computer Configuration > Policies > 

Administrative Templates > Windows Component 
 

f. In the right-hand pane, double-click Event Log Source. 
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g. In the left-hand pane, expand Security in the right-hand pane double-click Log Access 

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
 

h. Select Enabled and in the Log Access field paste the security SDDL string that you copied 
previously and append the following string: (A;;0x1;;;S-1-5-20). Click OK to continue. 

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 

 
 

  
  

Once all options are enabled, execute the following command to update the group policy on the target computers: 
C:\> gpupdate /force 

 
 
Environment Credentials: 
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An account with administrative group membership is required, such as Domain Admins. It is possible to set up a non 
administrator member with rights to view the event security logs.  These steps and are outside the scope of this 
document. 
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Configuring	Identity	
 
 

1. Go to the Event Destinations Tab.  Select “Identity Feed (Beta)” from the Select Event Destinations box.			
	
 

 
  
  
  
  
  
  
  
  
  
 

2. Click	the	red	“+”	sign	and	enter	a	unique	name	for	the	feed.	The	Queue	name	is	to	identify	the	
feed	within	the	log	collector.	Simply	use	the	name	of	the	feed	for	the	Queue.	
	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	
	

3. Have	users	log	into	Windows	boxes	on	the	domain	to	generate	the	appropriate	log	messages	on	
the	domain	controllers	for	testing.	
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4. Verify	that	data	is	written	to	the	feed	files.		SSH	to	the	Log	Decoder/Collector	or	Virtual	Log	
Collector	being	configured.	Navigate	to	/var/netwitness/logcollector/runtime/identity-feed	and	
verify	that	the	Identity_deploy	files	are	getting	populated	with	data.	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	
	

5. Open	up	a	web	browser	(Non-Internet	Explore	browsers	preferred)	and	log	in	to	the	REST	
interface	of	the	Log	Collector.		Use	administrative	credentials	when	logging	in.	The	default	
admin	password	is	netwitness.	
	
Example:	
(SSL	Not	Enabled)	
http://192.168.99.66:50101/event-processors	
	
(SSL	Enabled)	
https://192.168.99.65:50101/event-processors	
	
	

6. Click	IdentityFeed.		The	identity	feed	name	created	previously	will	appear	in	parentheses.	Make	
a	note	of	the	URL.		
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7. Open	up	Security	Analytics	and	navigate	to	Live	à	Feeds	
	

8. Create	a	new	feed	and	choose	Identity	feed,	then	click	Next	
	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	
	

9. Name	the	feed,	no	special	characters	or	spaces	allowed.	
	

10. In	the	URL	field	enter	the	url	from	the	REST	step	above	then	append	the	following	to	the	URL.	
	
?msg=getFile&force-content-type=application/octet-stream&expiry=600	
	
The	complete	example	URL	should	be:	
http://192.168.99.66:50101/event-processors/infonetd_domain?msg=getFile&force-content-
type=application/octet-stream&expiry=600	
	
NOTE:	Replace	the	IP	address	in	the	example	above	with	the	CN	name	from	the	SSL	certificate	
when	using	SSL.	
	

11. Check	the	Authenticated	box	and	provide	the	credentials	used	to	access	the	REST	interface	
previously.			
	

12. Click	the	verify	button	and	look	for	the	green	checkmark	next	to	the	end	of	the	URL	box.	If	the	
identity	feed	source,	the	Log	Collector,	uses	SSL	please	see	the	Importing	SSL	Certificate	section.		
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13. Once	verified,	configure	the	interval	this	feed	will	use	for	deployment.		For	this	feed	to	work	
properly,	all	feeds	will	be	forced	to	reload	on	the	decoders.	In	production	environments	
consider	setting	this	to	30	minutes	or	more.		Click	Next	to	continue.	
	

14. Select	the	Devices	that	this	feed	should	be	deployed	to	(typically	all	decoders).			Click	Next	
	 	
	 	
	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	
	

15. Lastly,	review	it	and	click	Finish	
 	



         
 

Page 21 of 24 
 

16. The	Progress	bar	will	show	the	status	of	the	deployment.		It	may	be	required	to	refresh	the	page	
before	the	status	will	change	from	Running	to	Completed/Failed.	
	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	
	

17. To	verify	the	feed	was	deployed,	SSH	into	the	decoder’s	feed	directory,	
/etc/netwitness/ng/feeds,	and	checking	for	the	identityfeed	file.	
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Importing	SSL	Certificate	
 
If SSL is configured on the Identity feed’s Log Collector, follow these steps to import the Log Collector’s 
SSL certificate into the Security Analytics UI server key store. If this certificate is not imported, the 
Security Analytics UI server will be unable to pull the Identify feed file from the Log Collector.   
 

1. To	pull	the	SSL	certificate	off	the	log	collector,	SSH	into	the	Security	Analytics	UI	server	and	run	
the	following.	
echo	-n	|	openssl	s_client	-connect	<HOST>:<PORT>	|	sed	-ne	'/-BEGIN	CERTIFICATE-/,/-END	
CERTIFICATE-/p'	>	/tmp/<SERVERNAME>.cert		
	
Example:	
echo -n | openssl s_client -connect 192.168.99.66:50101 | sed -ne 
'/-BEGIN CERTIFICATE-/,/-END CERTIFICATE-/p' > 
/tmp/logcollector.cert	

	
2. The	above	command	saves	the	SSL	certificate	to	/tmp/<SERVERNAME>.cert	

	
3. To	import	SSL	certificate	into	the	Security	Analytics	UI	server,	while	SSHed	into	the	UI	server	

perform	the	following.	
keytool	-importcert	-alias	<name	an	alias	for	the	cert>	-file	<the	cert	file	pathname>		-keystore	
/etc/pki/java/cacerts	
	
Example:	
keytool -importcert -alias logcollector01 -file 
/tmp/logcollector.cert  -keystore /etc/pki/java/cacerts	
	

4. A	password	will	be	requested.		This	password	is	for	the	keystore	on	the	Security	Analytics	UI	
server,	this	is	not	the	jetty	keystore.	The	default	password	is	changeit.	
	

5. Restart	jettysrv	to	allow	jetty	to	read	the	new	certificate	in	the	store.	
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Troubleshooting	
 

Not	Pulling	Logs	from	Event	Source	
 

1. Check	to	make	sure	the	Log	Collector	service	is	running	properly.	
	

2. Check	that	the	Windows	account	has	the	correct	password	and	administrative	permissions	for	
the	event	source.	
	

3. Determine	that	the	event	source	has	the	proper	WinRM	settings.	
Open	an	elevated	command	prompt	on	the	event	source	and	run	the	following.	
winrm	enumerate	winrm/config/listener	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	 	

4. If	still	having	issues	add	the	Log	Collector’s	IP	address	as	a	trusted	host	within	WinRM	

 
 

Identity	Feed	URL	Will	Not	Verify	
 
If the Identity feed url will not verify and SSL is being used. Make sure the section for Importing SSL 
Certificate was followed. If there are still issues it is possible that the internal name of the certificate does 
not match the hostname of the log collector.  
 

1. SSH	in	to	the	Security	Analytics	UI	server	
	

2. Run	the	following	to	output	the	CN	name	of	the	SSL	cert.	
echo	-n	|	openssl	s_client	-connect	<log	decoder>:50101	|	sed	-ne	'/BEGIN	
CERTIFICATE-/,/-END	CERTIFICATE-/p'	
	
Example:	
echo	-n	|	openssl	s_client	-connect	salogdecoder01:50101	|	sed	-ne	'/BEGIN	
CERTIFICATE-/,/-END	CERTIFICATE-/p'	
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3. Retrieve	the	CN	name	of	the	SSL	Certificate.	
	 	
	 	
	 	
	 	
	 	
	 	
	 	
	

4. Edit	the	/etc/hosts	file	and	add	the	IP	address	and	CN	name	to	the	file	
	 	
	 	
	 	
	 	
	 	
	

5. Restart	the	network	service	on	the	appliance	
	
#	service	network	restart	
	

6. Confirm	that	the	name	placed	in	the	/etc/hosts	file	is	used	instead	of	the	FQDN	or	IP	address	in	
the	Identity	feed	URL.	
	

7. Re-verify	the	Identity	feed	URL	


