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Overview of Consolidation Tool

This tool is for customers who have Security Analytics 10.6.6 with multiple SA and RE instances. Since
multiple instances of SA and RE are not supported in 11.3, you must consolidate the configurations and
data before you upgrade to 11.3. To overcome this issue, the consolidation tool has been implemented.
This consolidation tool, will enable the 10.6.6 users having multiple SA and RE instances to collate the
data on one target instance of 10.6.6, which then can be upgraded to 11.3 successfully or seamlessly
using the usual upgrade procedures.

Note: For customers with STIG enabled deployments, this consolidation tool will not work as the root
access is disabled in such deployments.

Prerequisites

Before you begin the consolidation process for Security Analytics Server and Reporting Engine
instances. You must back up your configurations and data using the nw-backup script on every SA node
that needs to be consolidated.

Back Up Commands

Run the following commands to backup your configurations:

a. get-all-systems.sh <IP-address> . Forexample: . /get-all-systems.sh
10.1.1.1

b. ssh-propogate.sh <location-of-all-systems—-file>. Forexample: ./ssh-

propagate.sh /var/netwitness/database/nw-backup/all-systems

c. nw-backup with local backup option. For example: . /nw-backup -1

For more information, see the Physical Host Upgrade Guide.

SSH Propagate Commands

Run the following commands on the target SA node:

a. get-all-systems.sh <IP-address-Source-Node>. For example: . /get-all-
systems.sh 10.1.1.1

b. ssh-propogate.sh <location-of-all-systems-file>.Forexample: ./ssh-

propagate.sh /var/netwitness/database/nw-backup/all-systems

¢c. get-all-systems.sh <IP-address-Target-Node> . For example: . /get-all-
systems.sh 20.2.2.2

d. ssh-propogate.sh <location-of-all-systems-file> . Forexample: ./ssh-
propagate.sh /var/netwitness/database/nw-backup/all-systems

Overview of Consolidation Tool 5
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Note: Make sure you delete the manually added hosts and services from the target node because they
might be already provisioned in one of the source nodes. If not, it may cause the consolidation to fail
due to the name conflict.

Tool Location

Y ou can download the rsa-nw-consolidator-bundle.tar.zip from RSA link:

https://community.rsa.com/community/products/netwitness/113/downloads

Tool Contents

You must unzip the rsa-nw-consolidator-bundle.tar.zip file using the below command:

1. unzip rsa-nw-consolidator-bundle.tar.zip
2. mkdir rsa-nw-consolidator

3. tar -xvzf rsa-nw-consolidator-bundle.tar.gz --directory rsa-nw-

consolidator

4. cd rsa-nw-consolidator

After you unzip and access the folder, you will see the following:

o bin — contains the jar files required for SA and RE consolidation

log — contains the logs of the executions
o script — contains the script files required for SA and RE consolidation

 rtsa-nw-consolidator.sh — contains the consolidation tool launch script.

Note: If you copy paste the commands from PDF to Linux SSH terminal, the characters do not work.
It is recommended to type the commands.
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SA Server Consolidation

SA Server consolidation is a tool used to consolidate Hosts, Services, Users, Roles and Custom feeds
with multiple deployments. You can consolidate from a single SA source instance to a single SA
destination instance at a time. After the consolidation process is complete, all the services, hosts,
configurations and other relevant data will be displayed in the target node.

In case of name conflicts, Hosts and Services there will not be any change, for User and Roles the target
node takes precedence and for Custom Feeds, they are automatically renamed during the consolidation
process.

The following table describes the entities that will be consolidated as part of the SA consolidation
process, if they exist in the SA environment.

Users Yes External users are not consolidated.

Roles Yes

Hosts Yes Groups are not consolidated.

Services Yes Groups are not consolidated.

Custom/Identity Yes As hosts and services groups are not consolidated, feeds on
Feeds these groups will not be consolidated. Hence the recurring

feeds on groups must be manually redeployed.

Using the Tool

After you have completed the prerequisites, perform the following steps:

1. SSH to the target node and run the rsa-nw-consolidator.sh script.
The log in command window is displayed.

SA Server Consolidation 7
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2. Select Option 1 to begin the SA Server consolidation process.
S an action wvou

3. Enter the IP address of the target and source nodes.
The consolidation options are displayed.

Option 1 — Consolidation of Hosts and Services

1. Under the SA Server Consolidation option, select Option 1 to begin the consolidation of Hosts and

Services.

8 SA Server Consolidation
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2. All the Hosts and Services data is consolidated.

After the consolidation of Hosts and Services, you must manually enable the consolidated Hosts. For

more information see, Security Analytics User Interface View Post Consolidation

Option 2 — Consolidation of Users and Roles

1. Under the SA Server Consolidation option, select Option 2 to begin the consolidation of Users and

Roles.

2. All the Users and Roles data is consolidated.

Option 3 — Consolidation of Custom/ldentity feeds

Make sure you enable the Hosts after consolidation, before you begin to consolidate Custom/Identity
feeds. For more information see, Security Analytics User Interface View Post Consolidation .

1. Under the SA Server Consolidation option, select Option 3 to begin the consolidation of
Custom/Identity Feeds.

SA Server Consolidation 9
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Option 4 — Exit

1. Under the SA Server Consolidation option, select Option 4 to exit the consolidation process. It exits

from the command console.

SA SERVER CONSOLIDA

Note: If you exit the process after completing Option 1, you must re-run the script and initiate Option
2 consolidation process.

Security Analytics User Interface View Post Consolidation

After you complete SA consolidation process, the target node user interface will be displayed as follows:

10 SA Server Consolidation
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Hosts View

Note: Make sure you click Enable on the Hosts page and that the host name in the target node is same
as in the source node.

Enable Host
For reference on how to confirm host information, please reference

Appliance Name We

Host WC v

WC

Public Key Hash
DCOE.CC:93:AD:01.94.A0"

:96:80:C6:4F.78:46:58:2D:91

Cancel Enable

& Administration = Hosts & Services N Event Sources @ Health & Wellness 3= System & Security
Groups Hosts
+ o -+ @ Discover Filter x
o Name Host Services | CurrentVersion Update Version Status
San (12 Archivers 2 10.6.6.0 Up-to-Date
can 10.6.6.0 Up-to-Date
concentrator B oss0 Up-to-Date
[0 decoder | 10660 Up-io-Date
esa 106,60 Up-to-Date
[0 o 2 10.6.6.0 Up-to-Date
NWAPPLIANCET7339 2 osso Up-to-Date
[ NWAPPLIANCE24678 Bl osso Up-to-Date
NAAPPLIANCE27791 Bl osso Up-io-Date
rematelC 1 10.6.60 Up-to-Date
SA 10660 Up-to-Date
we we BN osso Up-to-Date
| Page 1 of1 | (& Displaying 1 -120f 12
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Services View

Senvices
+ |
Name = Licenzed ot
trchivers . A .
Prchivers
| n -« Lo on
ancentrator - Cencentrat: onee

FIWAPPLIANCE 24678 - Decoder NAWAPP LIA

‘Workberch

Conecentrater

x
sctans
-]
-]
]
]
1]
]
&
-]
]
&
]
L]
]
)spmyurg 1-180f 18

Users View

A& Administration = | & Hosts = Services N Event Sources W Health & Wellness = system i Security

Users Settings External Group Mapping  PKI Settings  Login Banner
+ | ® Enable Disable | & Unlock
[} 8 Username Name Email Address Roles
analyst analyst@abe.com
KK kk@ab Analysts, Data_Privacy_Officers
Sourcel test@abc.com ivacy_Officers
Test tost test@abe.com Operators
Tst Kk @acom Malware_Analysts
admin Administrator administrators
customs1 customs1 customs1@rsa.com custom_source
fan ian an@rsa.com Analyst_lan
norm Norman narm@rsa.com Systemadministrator
Lest] sdmin Administrators, test] zdmin
restzalert Malware Analysts, test2alert
testSincidents Sincidents testSincidents
testdmalware  testdmalware testdmalware@testd..  testdmalware live
testSreports Srep testSreports@testsr Gperatars, testSreports
tany alThreatanalyst
Page 1 of1 | Ic

External

oA e

Deseription

KK

System Administrator

ser_testiadmin

asd

Displaying 1- 15 of 15
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Roles View

A& Administration =Hosts B Services N\ Event Sources W Health & Wellness == System & security

Settings External Group Mapping  PKl Settings  Login Banner

+ -3
Neme Description Permissions
Analysts The SOC Analysts persona is ce...  Dashlet Access - Unifed RSA First Watch Dashlet, View and Manage Incidents, Export List, Define Rule, Navigate Events, Delete jobs, Dashlet Access - Reporting Recent Report Dashley, Search Live Reso...
Operators The System Operators Persona...  Dashlet Access - Unifed RSA First watch Dashlet, Dashlet Access - Live Updated Resources Dashler, Modify ESA Settings, View Health & Wellness Stars Browser, Manage SA Email, Manage SA Notificatio
50C_Managers The persana for SOC Managers... Dashlet Access - Unifed RSA First Watch Dashlet, View and Manage Incidents, Export List, Define Rule, Navigate Events, Delete Jabs, View Event Sources, Dashlet Access - Reporting Recent Repart Dashl...
Malware_analysts The persona of Malware Analy..  Access Investigation Module, Download Malware File(s}, View and Manage Incidents, Navigate Events, Initiate Malware Analysis Scan, Manage List from Investigation, Context Lookup, Navigate Values, ...
Data_Privacy_Officers  The persana of Data Privacy OF..  Dashlet Access - Unifed RSA First Watch Dashlet, View and Manage Incidents, Export List, Delete Alerts and incidents, Define Rule, Navigate Events, Delete jobs, Dashlet Access - Reporting Recent Repo
Administrators The System Administrators per...  View and Manage Incidents, Export List, Delete Alarts and incidents, Define Rule, View Event Sources, Dashler Access - Reporting Recent Report Dashlet, Search Live Resaurces, View Rules, Access View, ..
custom_source target custam source View and Manage Incidents, Export List, Delete Alerts and incidents, Define Rule, Delete Jobs, Search Live Resources, Access View, View Reports, Context Laokup, Manage Live Feeds, Manage Jobs, \
PrincipalThreatAnalyst  target PrincipalThreatAnalyst Dashlet Access - Uniled RSA First Watch Dashlet, View and Manage Incidents, Export List, Delete Alerts and incidents, Define Rule, Navigate Events, Delete jobs, Dashlet Access - Reporting Recent Repo...
Custom Configure Incident Management integration, Modify ESA Settings, View and Manage Incidents, View Health & Wellness Stats Browser, Delete Alerts and incidents, Manage SA Email, Manage SA Notifica
custom ceess Live Module, View Rules, View Alerts, Manage Rules, Access Alerting Madule, Manage Live System Settings
Analyst_lan source2 analyst lan Dashlet Access - Unifed RSA First Watch Dashlet, View and Manage Incidents, Export List, Delete Alerts and Incidents, Define Rule, Navigate Events, Delete Jobs, View Event Sources, Dashlet Access - Re...
testladmin testl admin Modily ESA Settings, View Heallh & Wellness Stats Browser, Manage 54 Email, Manage 54 Notifications, Manage SA Predicates, View Evenl Sources, Manage SA Security, Manage SA Logs, View Rules, C..
testzalert Configure Incident Management integration, Modify ESA Settings, View and Manage Incidents, View Health & Wellness Stats Browser, Delete Alerts and incidents, Manage SA Email, Manage SA Matifica,
test3incidents Configure Incident Management integratian, Download Malware File(s), Deplay Live Resources, View and Manage Incidents, Delete Alerts and incidents, Manage Alert Handling Rules, Initiate Malware ...
testdmalware_live testdmalware_live Downlead Matware File(s), Define RE Alert, Deploy Live Resources, Manage RE Alerts, Initiate Malware Analysis Scan, View Live Resource Details, Search Live Resources, Access Live Module, Export RE ..
testSreports TestSreports Dashlet Access - Unifed RSA First Walch Dashlet, Export List, Define Rule, Delete Jobs, Dashlet Access - Reporting Recent Report Dashlel, Access View, View Reports, Manage Jobs, View Schedules, Defin...
wy Access Administration Module
All permissions Dashlet Access - Unifed RSA First watch Dashlet, View and Manage Incidents, Delete Alerts and incidents, Manage SA Notfications, Manage SA Predicates, Navigate Evants, View Event Sources, Dashlet...

| Page 1 of1 | | C Displaying 1- 19 0f 19

Custom Feeds View

Q Search %€ Configure

+ |
[ Name Trigger Created Last Run Time Status Progress
O Once 2019-01-1513:12:14  2019-01-2308:20:36  Completed C—
csvadhocGroup Once 2019-01-1513:14:56  2019-01-2108:33:42  Completed —
O @ Once 2019-01-1513:15:51  2019-01-2308:23:56  Completed —
Starting at 2019-Jan-15 16:29, every 4 minutes 2019-01-1516:29:44  2019-03-1410:07:37  Completed e
csvAdhoc once 2019-01-1516:41:20  2019-01-2308:26:50  Completed —
[ & csvRec Starting at 2019Jan-15 16:44, every 2 minutes 2019-01-1516:4429  2019-03-1410:09:03  Completed —
stixRec Starting at 2019-Jan-15 16:50, every minute 2019-01-1516:50:05  2019-03-1410:09:28  Completed —
O Starting at 2019-Jan-21 08:34, every minute 2019-01-2108:34557  2019-03-1410:09:30  Completed —
O Starting at 2019-Jan-21 09:33, every 2 minutes 2019-01-2109:33:23  2019-03-1410:09:23  Completed C—
Once 2019.01-2109:34:04  2019-01-2308:26:11  Completed =
[ @ IDEPRec Starting at 2019-Jan-21 09:39, every 2 minutes 2019-01-2109:39551  2019-03-1410:09:51  Completed —
IDEPAdhoC Once 2019-01-2109:40:25  2019-01-21 09:40:25  Completed —
TestCsvRec Starting at 2019-Jan-31 09:18, every minute 2019-01-3109:18:09  2019-03-1410:10:09  Completed —
[ & TeststixRec Starting at 2019-Jan-31 09:19, every minute 2019-01-3109:19:07  2019-03-1410:10:07  Completed C—
Once 2019-02-2710:13:58  2019-02-27 10:13:58  Completed e
[0 @ csvxmiAdhoc Once 2019-02-27 10:2024  2019-02-271020:224  Completed —
[0 @ stixadhoc Once 2019-02-27 10:24:49  2019-02-2710:24:49  Completed C—

Security Analytics admin | Last logir g ) | GMT+00:00 | 10.6.6.0

Note: The entries highlighted in red are the Custom Feeds that are consolidated.

Post Consolidation Task for Security Analytics

If you need consolidation of any other data and configurations, you can use the import and export feature
available in Security Analytics or perform the configuration manually.

SA Server Consolidation 13
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Troubleshooting Scenarios for SA Server Consolidation

N N

When running hosts and services consolidation, execution log

has “Connection failed to <appliance ip>"

"Device <number> unavailable” or “Group <number> unavail-

able” for consolidated feeds in Ul

When running Users and Roles consolidation, execution log
has ““ssh: connect to host <sa-ip> port 22: Connection refused”

Run ssh-propagate for the cor-
responding SA host on target SA

again.

Edit and Redeploy the feed manually.

Re-run ssh-propagate for the cor-
responding SA host on the target SA

node.

14
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Reporting Engine Consolidation

Before you begin the Reporting Engine consolidation process, you need to make sure that all the
prerequisites are performed. RE consolidation is a tool used to consolidate configurations and data of
multiple reporting-engine deployments. Make sure to have the required space on the target node for RE
data consolidation.

The consolidation of Reporting Engine is a two-step process, after which the post-consolidation process

begins:

1. (Mandatory) Configuration Consolidation: In this step all the RE configuration is consolidated all
at once and a reporting-engine directory is created that contains all the consolidated configurations. It
consolidated definitions of Rule/Report/Alert/Chart/List/Scheduler/alert templates. You cannot

consolidate data, until the configuration consolidation process is complete.

2. (Optional) Data Consolidation: In this step all the accumulated previous RE data is consolidated,
one instance or multiple instance at a time depending upon the available space on the machine you
choose for consolidation. In case you consolidate the data one instance at a time, then you can delete
the data of the previously consolidated instance to optimize space. If you do not consolidate the data
consolidation and if the data is available in the Core devices, you can regenerate the data later.

The following table describes the entities that will be consolidated as part of the RE consolidation
process, if they exist in the RE instances:

Yes NA*

Rule

Report Yes Yes

Report Group Yes NA* Report Group structure is moved under
group named with corresponding RE-
instance-1P.

Rule Group Yes NA* Rule Group structure is moved under
group named with corresponding RE-
instance-IP.

Alert Yes No**

Chart Yes No**

Reporting Engine Consolidation 15
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CNCTT T

Chart Group Chart Group structure is moved under

group named with corresponding RE-

instance-IP.

List Yes Yes

List Group Yes NA* List Group structure is moved under
group named with corresponding RE-
instance-IP.

Sub Reports / Iterative Yes Yes

Reports

Schedules Yes Yes

Images / Logos No** Yes Refer to the post consolidation tasks.

Warehouse Analytics No** No**

Alert Templates Yes NA*

Permissions Yes Yes The Administrator must provide the

required permissions for the new RE-
instance-IP groups from the SA UL

NA* - Not Applicable, No** - Applicable but tool does not perform the task.

Prerequisites for Reporting Engine Data Consolidation:

Make sure to check the following:
You have enough space for backup on the target node.

Run the following commands on source nodes and manually add the total disk usage size of individual
source to get the disk space required in the target node.

a. Check the space for configuration using the command:
du -cbh /home/rsasoc/rsa/soc/reporting-engine/statusdb | grep total

b. Check the space for data using the command:
du -cbh /home/rsasoc/rsa/soc/reporting-engine/resultstore | grep
total

To determine space available for the partition, run the following commands on the target node:

16 Reporting Engine Consolidation
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a. df -kh /var/netwitness/database
b. df -kh /home/rsasoc/

Space available in the combined partition of /home/rsasoc and /var/netwitness/database for target
instance 10.1.1.3 should be more than

2 X (Space used by /home/rsasoc/rsa/soc/reporting-engine/statusdb and
/home/rsasoc/rsa/soc/reporting-engine/resultstore for 10.1.1.1 and 10.1.1.2 instances )

Let's consider the following space assumptions of the instances.

10.1.1.1 : space used by /home/rsasoc/rsa/soc/reporting-engine/statusdb = 2GB

10.1.1.1 : space used by /home/rsasoc/rsa/soc/reporting-engine/resultstore = 100GB

10.1.1.2 : space used by /home/rsasoc/rsa/soc/reporting-engine/statusdb = 1GB

10.1.1.2: space used by /home/rsasoc/rsa/soc/reporting-engine/resultstore = 200GB

Total space in source nodes 10.1.1.1 and 10.1.1.2 = 2GB + 100GB + 1GB + 200GB = 303GB
Total minimum space required in partition /home/rsasoc/ on target machine 10.1.1.3 = 303GB
Total space required in partition /var/netwitness/database on target machine 10.1.1.3= 303 GB

Total space required in target 10.1.1.3 = 606GB

Note: To determine this space use the command df -kh. It is recommended to have 303 GB
available space in the target node of /var/netwitness/database partition for data consolidation of all
instances at once. In case space is not available, you can perform the data consolidation of an instance
one-by-one and hence approximately a minimum of 200 GB (space of 10.1.1.2) will be required as per
the above example.

Using the Tool

Run the consolidation tool and select the relevant option based on your requirements.

1. SSH to the target node and run the script rsa-nw-consolidator.sh

The log in command window is displayed.

Reporting Engine Consolidation 17
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(Mandatory) Option 1 — Transfer Configs from Instances

This option pulls the definition data of Rule, Report, Schedule, Alert, and List from the
/home/rsasoc/rsa/soc/reporting-engine directory of every RE instance.

It does not pull the resultstore directory from these instances. The resultstore directory
contains the previous data of RE.

1. Under the Reporting Engine Consolidation option, select Option 1 to begin to pull the reporting-

engine directory from RE instances.

18 Reporting Engine Consolidation
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PEXrIOIm

=

4.

3. After the process is completed the consolidated directory displays the RE instance directory.
Separate directories are created for each instance at /home/rsasoc/rsa/soc/reporting-engine and
are named with the IP of the RE instance. For the local RE instance, the name of the directory
created will always be 127.0.0.1.
[rootldSA re c 1date

Reporting Engine Consolidation 19
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(Mandatory) Option 2 — Consolidate Configurations

1. Under the Reporting Engine Consolidation option, select Option 2 to begin the consolidation of
the configurations from all the RE instances.

1.
4.

2. After the process is completed a reporting-engine consolidated directory is created at
/home/rsasoc/rsa/soc/reporting-engine which contains the configurations of all the RE
instances.

(Optional) Option 3 — Consolidate Data

You must have completed the Option 2- Consolidate Configuration process successfully, before
you start Option 3 for data consolidation. This step consolidates the data of multiple RE
instances.

To consolidate the data, manually copy the directory to the corresponding host IP directory
created in Option 1.

For example:

After option 1 is completed, the following directories are created:

1. /var/netwitness/database/re consolidate /consolidate/10.1.1.1
2. /var/netwitness/database/re consolidate /consolidate/10.1.1.2

From the 10.1.1.1 host, manually copy /home/rsasoc/rsa/soc/reporting-engine/resultstore to
/var/netwitness/database/re_consolidate /consolidate/10.1.1.1.

20
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And,

From 10.1.1.1 host, manually copy /home/rsasoc/rsa/soc/reporting-engine/resultstore to
/var/netwitness/database/re_consolidate/consolidate/10.1.1.2

Note: The above process can be done either one-by-one or all instances together, depending on
the space available on the target node. For single IP data consolidation, enter the RE IP one at

a time.For multiple IP data consolidation, enter the RE IP’s separated by comma. For example,
10.10.10.10,10.10.10.20, host For host or target data consolidation, enter the host

instead of an IP.

1. Under the Reporting Engine Consolidation option, select Option 3 to consolidate the data

from all the RE instances.

2. After the process is completed a message is displayed confirming the consolidation of data of
the specified RE instance.

(Mandatory) Option 4 — Post Consolidation

1. Under the Reporting Engine Consolidation option, select Option 4 to begin the post
consolidation tasks on the target node.

Reporting Engine Consolidation 21
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2. After the process is completed a message is displayed confirming the completion of the post
consolidation tasks.

(Optional) Option 5 — Cleanup

The Option 5 deletes all the temporary directories and not the configurations that are already
pulled. The re_consolidate directory is available to start from Option 2.

22 Reporting Engine Consolidation
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1. Under the Reporting Engine Consolidation option, select option 5 to clean-up the unwanted
data and configurations from the target node.

L M

&

(e}

(Optional) Option 6 — Exit

1. Under the Reporting Engine Consolidation option, select Option 6 to exit the consolidation

process at any time.

4.

Manual Steps for RE Consolidation

At any point, if the consolidation tool fails and you want to run RE consolidation process manually,
you can run the manual commands and complete the process.

The following table provides the equivalent commands for each option, to perform the consolidation
process manually.

1 Transfer Perform this step using the rsa-nw-consolidator. sh script

configs from and choose Option 1 of Reporting Engine .

instances

Reporting Engine Consolidation 23
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mm Equivalent Manual Steps

2

Consolidate
Configuration

L.

Obtain the RSA-RE-Consolidation. jar from from tool bin
folder.

Place the jar in /var/netwitness/database/re

consolidate/

Run the command: cd /var/netwitness/database/re

consolidate/

Run the script java —jar RSA-RE-Consolidation.jar -
repository consolidate/

Note:Before running the java —jar, make sure all the directories
of the RE instances are available at
/var/netwitness/database/re
consolidate/consolidate directory. And are renamed

appropriately with the IP of the specific instance.

24
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mm Equivalent Manual Steps

3 Consolidate ~ This is a manual step. After you complete the above mentioned manual
data step, you must trigger the jar as follows:
Command Action Performed

java —-jar RSA-|[Consolidates the data from IP1 only.

RE-
Consolidation-
1.0.jar —-data
<IP1>

java —jar RSA-||Consolidates the data from IP1 and IP2.

RE- Note: Make sure you have enough space before
Consolidation-|lexecuting this option.

1.0.Jar —data |ITg calculate the space required, perform the

<IP1, IP2> following:

total space of the
/home/rsasoc/rsa/soc/reporting-
engine/resultstore on IP1
instance + total space of the
/home/rsasoc/rsa/soc/reporting-
engine/resultstore space of IP2
instance * 2

Note 1: Make sure you have this space available
in the partition /home/rsasoc/

Note 2: Make sure you have enough space
available in the partition /var/netwitness/

java —-jar RSA-|[Consolidates the data from IP1, IP2 and target or
RE- host machine.

Consolidation-|[Note: Make sure you have enough space before
1.0.jar —-data executing this option.

<IPl, IP2,

host>

java —jar RSA-||Consolidates the data from host or target machine
RE- i.e 127.0.0.1.
Consolidation-

1.0.jar —-data
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mm Equivalent Manual Steps

host

4 Post Perform the post consolidation using the following commands:

Consolidation | Stop RE service using the command rsasoc_re.

2. Rename the existing reporting-engine directory from
/home/rsasoc/rsa/soc/reporting-engine to
/home/rsasoc/rsa/soc/reporting-engine old.
This takes a backup of the host and target RE data.

3. Copy the reporting-engine directory from
/var/netwitness/database/re

consolidate/consolidate/reporting-engine to
/home/rsasoc/rsa/soc/reporting-engine

4. Change the primary and secondary owner of the new reporting-engine
directory using the command #chown -R rsasoc:rsasoc
/home/rsasoc/rsa/soc/reporting—engine

5. Start the reporting-engine service using the command rsasoc_re.
Wait for RE service to be up and running,

6. Stop rsasoc_re
7. Delete the /home/rsasoc/rsa/soc/reporting-
engine/conf directory.

8. Rename /home/rsasoc/rsa/soc/reporting-
engine/conf renameToconfAfterlstStartStop to
/home/rsasoc/rsa/soc/reporting-engine/conf.

9. Start rsasoc_re and check if RE service is up and running.

10. Stop jettysrv

11. Start jettysrv

5 Cleanup # rm —f /var/netwitness/database/re_consolidate /consolidate/reporting-
engine
6 Exit Exits the consolidation process.

Reporting Engine User Interface View Post Consolidation

After you complete the RE consolidation process, the target node Ul will be displayed as follows.
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Rules Page

Displays all the consolidated rules of the RE instances in a group named after the instance IP. Target
node IP is displayed as 127.0.0.1.

| Reports e oA @

Manage View
m Reports Charts Alerts Lists Warehouse Analytics Search Report Details el
Groups Rules
+ Cl% + | L
Groups A O nam. Type Group Date Modified Actions
Ll m 20181026 1045 | &#
e [-:] [ Accounts Created 201811081020 | &}
p L0160 @ [0 Accounts Disabled 201811081020 | &}
O Accounts Modified NetWitness..  Rules2650 20181108 10:20 |
[ adservers by Bandwidth NetWitness Rules50-75 2018-11-08 10:29 Q
[0 AlertEtn Src Chart 2018-11-0509:15 -]
O alertEen Chart 0509:15 -]
[] alertIDs by Profiled Source IP Rules-0-25 8 10:29 -]
O alertoot Alert 2018-11.0509:15 | &
O Alertkk NetWitness KK 2018-11-0509:06 | &
O Alertckt) NetWitness KK 2018-11-0509:06 | &
[} KK &
O Alertkk(10) KK 050906 | &F
O Alertkk(2) NetWitness KK 2018-11-0509:06 | &
[ Alertkki3) NetWitess.. KK 2018-11.0509:06 |
[ Alertkki) NetWitess.. KK 2018-11.0509:06 |
[ Alertkkis) NetWitess.. KK 2018-11.0509:06 | o
| page 1 [ofg | ) ) | C PageSize 30 v Displaying 1- 30 of 235

Reports Page

Displays all the consolidated reports of the RE instances in a group named after the instance IP.

Rules Charts Alerts Lists Warehouse Analytics sarch Report De o
+ o IR - | + -3 B view Al Reports Tl View &)l Schedules
Groups ~ Name ~ Group Date Modified # Schedules  Actions
Al o . . &
(] o o
] [37] o Y
1 o . Py
( o
R 1 o
. 116 o
R 1 o
[ 1 -]
Re o
Reportustrmand ; 20990114 09:54 1 Y .
Page 1 |of2 | )} B | C Papesize 30 ~ Displaying 1- 30 of 44
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Charts Page

Displays all the consolidated charts of the RE instances in a group named after the instance IP.

Manage

Rules Reports Charts Alerts Lists Warehouse Analytics e ] t &

Groups Charts

Groups ~ Enabled | Name ~ Group State Duration(H-Ms) AvglHMS) ManfH:MES) View Chart

0000

]

.nnﬁ&ﬂﬂﬂﬂﬁﬂﬂg

> » | C Pagesize 3 - Displayir

Manage
Rules Repons Charts m Lists Warehouse Analytics Report Det -}

Alert

+ -7 Enable Disable | O @ B Template [l View Schedule <@ View Alerts
Enabled  Pushed?  Name Description Actions
Mopeut uncyn gonop o a 1 g e, B 1 3 na e 1o
TIOREU BACYM ABNOP CHT AUIET, MARKE AN 1A Hew, BEnian yOHERYe NCUMIATI X £0C, A3 ROMT CUAEDONA 2am aT. Bepo ayne.

Lists Page

Displays all the consolidated lists of the RE instances in a group named after the instance IP.
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Rules Reports Charts Alerts ‘Warehouse Analytics Report Deta o

0 List
+ Lo 2NN - | + -]
Groups ~ Name L odined ACTions
L =] A &
= o m &
O 15 o
O 0 o
&
. &
. &
&
E 1 &
I 1 &
kaust 10,63.21.149 8 &
f C ra isplaying 1 - 2

OOTB View

If you have the same OOTB rules and charts across sources nodes, they appear as duplicate groups in
the target node.

Groups
+ O %

Groups ~

All
«5
[ Hunting
b [ Identity

« 5

CJHunting

oo foobdl

¥ [Jidentity

Post Consolidation Task for Reporting Engine

1. You must add data sources to the reporting engine. You must then configure the data source for

Reports by navigating to Reports > Schedules > Edit Schedule.
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2. The consolidated images files are located at /home/rsasoc/rsa/soc/reporting-
engine/images on the target node and are named in IMAGE <number> <DateTimeStamp>
format. You can rename the images file and edit the file format to .png or .jpeg, or .jpg and import
them into the target RE instance.

3. The Administrator must provide the required permissions for the new RE-instance-IP groups from the
SA UL

Troubleshooting Scenarios for Reporting Engine

e S

Unable to view the roles and permissions of the Restart SA

entities

Unable to view the data sources in the sched-  Add the data sources

ule page

OOTB rules and charts are duplicated Functions as designed

After entering the source or target [P, Re-run ssh-propagate for the corresponding SA

"Authentication failed" error message is dis-  host
played shown
If authorized user is not able to see respective  The Administrator must provide the required

entities permissions for the new RE-instance-IP groups from
the SA Ul
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Contact Customer Care

When you are ready to consolidate the configuration and data, you must work with the RSA Professional
Services team or Customer Support. Do not use the rsa-nw-consolidator script without assistance. For
information about how to contact Customer Support, go to the "Contact Customer Support" page in RSA
Link (https://community.rsa.com/docs/DOC-1294).
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