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Azure Installation Overview

Azure instances have the same functionality as the RSA NetWitness® Platform hardware and virtual
hosts. RSA recommends that you perform the following tasks when you set up your Azure environment.

Before you can deploy RSA NetWitness® Platform in Azure, you need to:

« Review the recommended compute and memory specifications needed for each RSA NetWitness®
Platform instance.

o Get familiar with the RSA NetWitness® Platform Storage Guide to understand the types of drives
and volumes needed to support NetWitness instances. For more information, see Storage Guide for
RSA NetWitness® Platform 11.x.

« Make sure that you have a NetWitness Platform Throughput license.

o Use Chrome for your browser (Internet Explorer is not supported).

Azure Environment Recommendations

Azure instances have the same functionality as the NetWitness Platform hardware hosts. RSA
recommends that you perform the following tasks when you set up your Azure environment.

« Based on the resource requirements of the different components, follow best practices to use the
system and dedicated storage appropriately.

« Build Concentrator directory for index database on SSD.

4 Azure Installation Overview
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Azure Deployment Scenarios

Before you can deploy NetWitness Platform you need to:
o Consider the requirements of your enterprise and understand the deployment process.

« Have a high-level picture of the complexity and scope of a NetWitness Platform deployment.

Process

The components and topology of a NetWitness Platform network can vary greatly between installations,
and should be carefully planned before the process begins. Initial planning includes:

« Consideration of site requirements and safety requirements.
« Review of the network architecture and port usage.

« Support of group aggregation on Archivers and Concentrators, and virtual hosts.

When updating hosts and services, follow recommended guidelines under the "Running in Mixed Mode"
topic in the RSA NetWitness Platform Host and Services Getting Started Guide.

You should also become familiar with Hosts, Host Types, and Services as they are used in the context of
NetWitness Platform also described in the RSA NetWitness Platform Host and Services Getting Started
Guide.

Azure Installation Overview 5
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NetWitness Platform High-Level Deployment Diagram

NetWitness Platform is inherently modular. Whether organizations are looking to deploy on-premise or in
the cloud, the NetWitness components are decoupled in a way which allows flexible deployment
architectures to satisfy a variety of use cases.

The following figure is an example of a hybrid cloud deployment, where the base of the components are
residing within the SecOps VPC. Centralizing these components make management easier while keeping

network latency to a minimum.

Network, log and endpoint traffic could then be aggregated up to the SecOps VPC. The on-premise
location would function just like a normal physical deployment and would be accessible for

investigations and analytics.

Cloud SaaS visibility could be captured from a Log Decoder residing in either the cloud or on-premise

locations.
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Azure Configuration Recommendations

This topic contains the minimum Azure VM configuration settings recommended for the NetWitness
Platform (NW) virtual stack components.

¢« VM:

o The recommended settings in the NetWitness Platform component VM tables below were
calculated under the following conditions.

o Ingestion rates of 15,000 EPS were used.
o All the components were integrated.
o The Log stream included a Log Decoder, Concentrator, and Archiver.

o Incident Management was receiving alerts from the Reporting Engine and Event Stream
Analysis.

o The background load included reports, charts, alerts, investigation, and respond.

o The default partition size of Azure VM hosts for /root is 8GB and for /var/netwitness is
15GB. These partitions can be increased to a minimum of 40GB. For more information see,
Updating Partition Size.

o VHD (Storage)

For more information, see Storage Guide for RSA NetWitness® Platform 11.x on how to increase the
number of volumes based on your storage requirements using the RSA Sizing & Scoping Calculator.

Azure Instance Recommendations

The following table shows the storage recommendations for NetWitness Azure VMs.

Azure Image CPU Instance Type (Azure

Does not Standard D14 _v2

apply
Log Decoder 15,000 32 128 Standard D32s v3
Log Concentrator 15,000 16 112 Standard DS14 v2
Archiver 15,000 16 112 Standard D14 v2
ESA 15,000 20 140 Standard D15_v2
Log Collector 15,000 8 32 Standard D8s_v3
UEBA* Does not 16 112 Standard D14 _v2

apply

Note: *If your log collection volume is low, RSA recommends you to deploy UEBA only on a virtual
host. If you have a moderate to high log collection volume, RSA recommends you to deploy UEBA on
the physical host as described under "RSA NetWitness UEBA Host Hardware Specifications" in the
Physical Host Installation Guide.
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Refer to the Storage Guide for RSA NetWitness Platform for additional storage information.

Updating Partition Size

You can increase the partition size to a minimum of 40GB each.
After adding additional required disk size to the Azure VM, you can extend the partition sizes using the
following commands:

1. SSH to the VM, login as a root user and execute the following command to view the existing
partitions along with the new partition added.
1sblk

2. Check the name of the new partition. Eg: sdc

pvcreate /dev/sdc -y

vgextend netwitness vg00 /dev/sdc -y

lvextend -L 40G /dev/netwitness vg00/root -y
xfs growfs /dev/netwitness vg00/root

lvextend -L 40G /dev/netwitness vg00/nwhome -y
xfs growfs /dev/netwitness vg00/nwhome

These commands are provided assuming that sdc is the new disk added and 40GB is the extended
partition size for each of the partitions.

Azure Configuration Recommendations



Azure Deployment

This topic contains the rules and high-level tasks you must perform to deploy RSA NetWitness®
Platform components in Azure.

Rules

You must adhere to the following rules:

« It's recommended to use private IP addresses when you provision Azure NetWitness Platform VMs.

Checklist

CICE

1. Deploy NW Server Host

2. Deploy Component Core Services in Azure

3. Configure Host VMs in NetWitness Platform

9 Azure Deployment



Storage Configurations

This topic contains the recommended Azure storage configurations.

For storage allocations of all host types, see the Prepare Virtual or Cloud Storage topic in the Storage
Guide for RSA NetWitness® Platform 11.x.

Enabling Swap Partition in Azure Deployments

After completing the Azure deployment, you must enable the swap in your deployment.
To do this, perform the following steps:

1. Modify the default parameters at /etc/waagent.conf to
ResourceDisk.Format=y
ResourceDisk.Filesystem=ext4
ResourceDisk.MountPoint=/mnt/resource
ResourceDisk.EnableSwap=y

ResourceDisk.SwapSizeMB=2048

10 Azure Deployment
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The following screenshot displays the default parameters.

¢ will not be mounted.

em on the r 1r disk
# Typically ext3 o . FreeBSD images should us
ourceDisk.Fi extd

will not be mount

# File system on the resource d
# Typically ext3 or extd. FreeBSD imag should use 'ufs2'
system=ext4d

disk
ource

on re

Size of the swapfile.
ourceDisk.¢ izeMB=2048

Note: You can set the ResourceDisk.SwapSizeMB parameter based on your requirement.

2. Restart the waagent.service using the command: systemctl restart waagent.service

Note: To check the status of the swap use the command swapon --show.
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Deploy NW Server Host

The following tasks must be performed to deploy a NetWitness Server (NW Server) on a virtual machine
(VM) in the Azure Cloud environment.

Note: It is not mandatory to deploy the NW Server in the Azure Cloud environment . For more
information on how to deploy other components, see Azure Deployment Scenarios.

Task 1. - Upload NW Server VHDs

To upload NW Server VHDs to Azure.

1. Contact RSA Customer Support (https://community.rsa.com/docs/DOC-1294) to open a support case
requesting the NW Server VHDs. A valid throughput license is required.

2. Customer Support will update the case with VHD URI's.
In the Azure Portal, open the Powershell CLI.

P\."H(jrosrj)f‘t Azure « nagstorageaccount! > Blob service > nw-11000-disks /O ‘2

Blob service 11100-disks
unt1 Containes
+ + Container O Refresh * Upload O Refresh M Delete container EE Container properties , Access palicy
" Essentials ¥ Location: nw-11100-disks
Search c by prefix
H o o | SO [search blobs by prefix (case-sensitive)

NAME
NAME MODIF... BLOB TYPE SIZE LEASE STATE

nw-11000-disks
. rsa-nw-11100d-full-vm_disk1.vhd 11/2.. Page blob 31 GiB Available

sa-10640-gold-internal
rsa-nw-11100d-lite-vm_disk1.vhd 11/2.. Page blob 31 GiB Available

You will need a storage account, blob service and container setup. This is where the VHD’s are
copied. After these are in place, you can execute the following command within the Azure Portal
Powershell CLI. Alternatively, you can also run these commands from the Powershell on your
workstation:

a. Run this command from Powershell to install AzureRM: Install-Module -Name AzureRM -
AllowClobber

b. Execute this command to verify the installation process has been successfully done: Tmport-
Module -Name AzureRM

12 Azure Deployment
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If you find any error regarding execution policy, execute this command: - Set-
ExecutionPolicy -ExecutionPolicy RemoteSigned (then repeat step b)

(Optional) If you are running the commands from the Powershell on your workstation, log in to
your Azure account using this command: Login-AzureRmAccount

Select the Subscription: Select-AzureRmSubscription -SubscriptionId
<subscriptionid>

Create a target context: StargetStorageContext = (Get-AzureRmStorageAccount -
ResourceGroupName <resource-group-name> —Name <storage-account-
name>) .Context

Start the copy: Start-AzureStorageBlobCopy -AbsoluteUri “<SAS-URL>"
DestContainer <container-name> -DestBlob <destination-blob-name> -
DestContext StargetStorageContext

Obtain the Blob copy status by using the command: Get-AzureStorageBlobCopyState -

Blob "< destination-blob-name>" -Container "<container-name> "

StargetStorageContext

4. Once the VHD’s are successfully copied. You’ll must create an image and a VM.

5. Verify if all the NW Server VHDs are uploaded into the Azure Cloud.

Note: Alternatively, you can use the Microsoft Azure Storage Explorer windows utility

This utility helps you manage the contents of your storage.

(http://storageexplorer.com/) to verify that all the VHDs from the following location subscription exist.

=

Edit View Help

nw-11100-disks x

‘ -l o } @ LE [y =l 6 @l @ &
Eizz=0 ReE e Upload  Download Open New Folder  Copy URL  Select All Copy Rename Delets. Make Snapshot  Manage Snapshots Properties More

4 NetWitness Engineering Devi (ramesh.lanka

[B) bootdiagnostics-pri10id3-
B bootdiagnestics-pri10sa-2

Showing 110 2 0f 2 cached items

B boetdiagnastics-prsal 0640
B nw-11000-disks
[E so-10640-gold-internal

Azure Deployment
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a. Log in to the Azure portal (https://portal.azure.com).

b. From the right panel, click Storage accounts > netwitnessazurestoragel > Blob service >

nwazurevhdstore.

Storage accounts >

Storage accounts

nagstorageaccountl > Blob service > nw-11100-disks

# X . nagstorageaccount1

Blob service

A Upload T Refresh

O @& O 0N ¢ 8 & §

® © £

== Overview

B Activitylog

28 Access control (IAM)

& T

¥ Disgnose and solve problems

Configuration

& Shared access signature

s and virtual networ.
rics (preview)
Properties

Locks

£ Automation script

T Refrash

bootdiagnostics-nw110head-86... ,,, Location: nw-11000-disks

M Delete container

rsa-nw-11100d-full-vm_disk1 vhd

tics-nwvic1064-de... ... rsa-nw-11100d-lite-vm_disk1 vhd

pri06401d-Ofd... ..,

pri0640sa-00c... ,,.

tics-pressal06-Bea.. ...
bootdizgnostics-preesal10-3d.. ,,,

nostics-prsal0640-a13... ,,,

nw-11000-disks.

6. (Optional) In the Azure Explorer, go to the NetWitness group > Storage Accounts >
netwitnessazurestoragel) > Blob Containers > nwazurevhdstore).

Task 2. - Create NW Server Image

To create a NW Server image in Azure from upload VHDs, perform the following steps:

1. Log in to https://portal.azure.com.

2. From the left panel, click More Services and filter by Images.

14
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3. Click Images.

Images

Resource groups B mages

App Services B VM images (classic)

SQL databases Storage accounts
Keywords: images

Azure Cosmos DB

Virtual machines

Load balancers

Storage accounts

Virtual networks

Activity log

Security Center

More services >

4. To create and configure the Image.
a. Click Add.

b. Enter an image Name, select the correct Resource Group, select a valid Location, and set the
OS Disk to Linux.
In the Storage blob, browse to the uploaded location of the VHDs .

Create image
Name
SAServerStaginglmage

Subscription

Engineering Devl

urce group @

@ Create new () Use existing

Pontus-VPN-ResGroup
Location

East US

OS disk
OS type ®

Windows | Linux

Azure Deployment 15
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c. Make sure that Standard (HDD) is selected for Account Type.

The following screen shot illustrates a completed Create Image view.

Create image B X

* Name

‘ rsa-nw-11.1.0.0.a-full-image

/]

* Subscription

NetWitness Engineering Dev1

* Resource group
Create new (@ Use existing

Pontus-VPN-ResGroup

* Location

East US

OS disk
* 05 type @

Windows | Linux

* Storage blob

https://netwitnessazurestorage.blob.core.windows.net/vhds/nw11Full20171004094852.vhd

* Account type @
Standard (HDD)

[] pin to dashboard

Automation options

d. Click Create to create the image.
A confirmation message is displayed when the image is created.

Motifications

Dismigs [nformational Completed All

P2
(=]
[*1]

5]

ﬂ Successfully created image

Sutteithully cristed imbge "SASEAErIERgNG M SgE

Task 3. Create Virtual Machine (VM)

To create a VM in Azure using the NW Server image:

16
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1. Go to Images and click Create VM.

@ overview

B Activity log

)
M Access cont

& Locks

EX Automation script

m New support request

=3 Move [ Delete

MAME

SOURCE VIRTUAL MACHINE

w1 vm-full

0S DisK

o
Linux E Standard_LRS

DATA DISKS
This image doesn't contain any data disks.

LOCATION
East US

SUBSCRIPTION

NetWitness Engineering Dev1

RESOURC

m

(2}

fsubscriptions/2ff1c8dS-ff42-4dcd-b7b1-0ffb52a32d33/resourceGroups/Pontus-VPN-ResGroup/providers/Microsoft. Compute/images/rsa... E

Read/write

The Basics tab is displayed.

Azure Deployment
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PROJECT DETAILS

. @ v

- -] e
INSTANCE DETAILS
= -]
- [} -

i ] (¥
- L] e
* Lz @
ADMINISTRATOR ACCOUNT
f— )

s + e

2. Enter the values in following fields.

o

In the Name field, enter a user-defined name (for example, NWServer1100).

In the VM disk type field, select HDD from the drop-down list.

Caution: The username and password that you define is used to login to the system as a non-
administrator user. Do not use the root user (the login does not have superuser permissions).

Y ou must change the root password the first time that you log in to the VM by executing the su
passwd root command. This is a critical step and should not be missed. You cannot use
root for a username (Azure-specific).

S

c. Inthe User name field, enter a valid username.

d. In the Authentication type field, click Password and enter a strong password that is a
combination of lowercase, uppercase, numeral and a symbol (for example, Password@123).

e. Make sure that the values selected in the Subscription, Resource group and Location ficlds
are correct.

f. Click Next > Disks.
The Disks tab is displayed.
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Guest config  Tags

Networking

Management

LEd

the VM determines the type of storage you can use and the number of data disks allowed

DISK OPTIONS

Azure Vs have one operating system disk and a temporary disk for short-term storage. You can attach additional data disks. The size of

* 05 disk type @ Standard HDD

Li ]
DATA DISKS
'You can add and configure additional data disks for your virtual machine or attach existing disks
disk.
LUN NAME SIZE (GIB) DISK TYPE
a Pre-defined by the selected image
1 Pre-defined by the selected image

Pre-defined by the selected image

~  ADVAMNCED

. This WM also comes with a temporary

HOST CACHING

Read-only w
Read-only i
Read-only h%

The Select a VM size dialog is displayed.

3. Click size-required-based-on-capacity (for example, F8 Standard) field, and click Select.

Note: The sizing is based upon the capacity requirements of your enterprise. For more information
on RSA VM size recommendations based on log capture rates, see Azure Configuration
Recommendations. The minimum size RSA recommends for the NW Server is F8 Standard.

Select a VM size

sz oFFERING FaMILY L DaTa DSk s ioes TEMPORARY STORA FREMILM DISK SUF COST/MONTH (ESTL

The Networking tab is displayed.

Azure Deployment
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4. Click and define the fields.
a. In the Networking tab, select:

¢ A valid Virtual network and Subnet.

Basics Disks Metworking Management Guestconfig Tags Review + create

Define network connectivity for your virtual machine by cenfiguring network interface card {NIC) settings. You can control ports, inbound
and outbound connectivity with security group rules, or place behind an existing load balancing selution. Learn more

NETWORK INTERFACE

When creating a virtual machine, a network interface will be created for you.

CONFIGURE VIRTUAL NETWORKS

Lreale new

206.0/26)" is already associated to a
efault’. We recommend managing
e via the existing network security group instead

ty group ‘'NW-Poni:

this virtual ma

Create new

The selected ""‘EEIC— aoes not support acceleraled NeEtworking

LOAD BALANCING

You can place this virtual machine in the backend pool of an existing Azure load balancing solution. Leam more

isting () Yes (@) No

+ None for the Public IP address.
RSA recommends None for the Public IP address (this is not mandatory). You can assign a
public IP address, but it countermands Best Practices to assign a public IP to something that is
based in the Azure Cloud.

o A valid Network security group.
For information on Network security groups, see the Microsoft Azure documentation
(https://docs.microsoft.com/en-us/azure/virtual-network/virtual-networks-nsg).

b. Inthe Management tab, select:
o On for Boot Diagnostics
o On for Guest OS diagnostics

« a valid Diagnostics storage account

20 Azure Deployment
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The following figure illustrates a completed Settings panel.

Basics Disks Metworking Management Guestconfig Tags  Review + create

Configure monitaring and management aptions for your Vi,

MOMNITORING

rage account @ netwitness110

Create new

IDENTITY

ed managed identity @

AUTO-SHUTDOWN

c. Click OK.
In the Guest config and Tags tab the settings remain unchanged.

Basics  Disks king Management Guestconfig Tags Review + create
Add additional configuration, agents, scripts or applications via virtual machine extensions or cloud-init.

EXTENSIONS

Extensions provide post-deployment configuration and automation.

Bxtes

[i] Select an extension to instal
CLOUD INIT

write files or to configure users and security. Leam mare

o The selected image does not support doud init.

Cloud init is a widely used approach to customize a Linux VM as it boots for the first time. You can use cloud-init to install packages and

Basics Disks MNetworking Management Guestconfig Tags Review + create

resources and resource groups. Leam more

Mote th ou create tags and then change resource setfings on other tabs, your tags will be autematically updated.
NAME VALUE RESOURCE
el ~ 7 selected ~

Tags are name/value pairs that enable you to categorize resources and v consolidated billing by applying the same tag to multiple

Azure Deployment
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5. Click Create after the validation is successful.

Create a virtual machine

\f Validation passed

Basics Disks Metworking  Management

nw-10.6.4-sa-server

BASICS
Subscription

Resource group

Virtual network

Subnet MNW-SNET1
Public IP Mone

NIC network security group

Accelerated networking Off

Place this virtual machine behind an existing No

oad balancing sclution?

MAMAGEMENT

Boot diagnostics On

0% guest diagnostics On

Diagnostics storage account

O

Previous

Systern assigned managed identity

Create

Guest config

Standard F8

8 wcpus, 16 GB memaory

NetWitness Engineering Devl

Pontus-WPM-ResGroup

Mo infrastructure redundancy required

Virtual machine name sa1066
Region East US
Availability options

Authentication type Password
Username mwroot

DISKS

0% disk type Standard HDD
Use managed disks Yes

Data disks 3
METWORKING

Pontus-MW-U5East-ARM

(172.24.206.0/26)

NW-Pontus-Default

netwitness110

Fom————— -====n

| Review + create |

-

Tag

5

Download a template for automation

The NW Server VM Deployment is successful when you see the VM status as Running,

22
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6. Click Properties to view the IP Address details.
ﬁNWSewe r1100

Virtual machine

O Search (Ctrl+/)

£ Disks -
[ Extensions

B Network interfaces

B size

& Backup

Properties

8 Locks

B3 Automation script

SCHEDULES

Auto-shutdown

MONITORING

| machines

== Columns () Refresh

Virtual machines and Virtual
machines (classic) can now be
managed together in the combined

list below.

Subscriptions: 1 of 3 selected

Filter by name...

28 items

NAME

BJE FSKMONLOX e

= -
LN psrsaserver

£ psrvic

LY Nwserver1100

I'—__ StagingArch b =
|QP StagingBroker e

“n t P
Essentials ~

Resource group (change)
Pontus-VPN-ResGroup

Status
Running

Location
East US

Subscription (change)
NetWitness Engineering Dev1

Subscription ID
2ff1c8d5-ff42-4dcd-b7b1-0ffb52a32d33

Show data for last: | 1hour | 6 hours [12 hours| 1 day

CPU (average) Vs o

100%

Q' Restart W Stop :n’f: Capture =9 Move @ Delete c) Refresh

Computer name
NWServer1100

Operating system
Linux

Size
Standard F8 (8 cores, 16 GB memory)

Public IP address

Virtual network/subnet
Pontus-NW-USEast-ARM/NW-VLC-64
DNS name

7 days | 30 days

Network (total) S A

STATUS

/’-" Search (Ctri+/)

Running

£ Disks -

COMPUTER NAME

[] Extensions

l Network interfaces

NWServer1100

PUBLIC IP ADDRESS/DNS NAME LABEL

B4 size

& Backup

'I' Properties

B Locks

I

PRIVATE IP ADDRESS

OPERATING SYSTEM

E3  Automation script Li

SCHEDULES

nux

AGENT STATUS

Auto-shutdown

MONITORING

{i1 Metrics

AGENT VERSION

Azure Deployment
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7. SSH to the VM using the username that you specified in Step 2d of Task 3 and reset the root
password. Use the su passwd root command string to reset the root password.
8. Close the current SSH session and open a new SSH session with roet using the username and the
password created in the previous step.
Note: Step 8 is a critical, one-time step for a new deployment. If you do not complete this step, the
NetWitness Platform User Interface will not load.
24 Azure Deployment
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Deploy Component Core Services in Azure

The following tasks must be performed to configure the core RSA NetWitness® Platform component
services on a virtual machine (VMs) in the Azure Cloud environment.

1. Go to azuremarketplace.microsoft.com and sign in with your credentials.

2. Search for RSA.

Storage accounts
+> Virtual networks
Activity log

Security Center

Cost Management + B...

Help + support

e Monitor

@ Advisor
! Images

@] Marketplace

‘ Azure Active Directory

? Subscriptions

More services >

Microsoft Azure Marketplace > Everything

Everything

Y Filter

Q> & 0 0

| O RSA NetWitness Suite 11.1

Results

NAME

RSA RSA NetWitness Suite 11.1 (Staged)

PUBLISHER

RSA Security, LLC

CATEGORY

Compute

3. Click RSA NetWitness® Platform core service (for example, RSA NetWitness Concentrator) and

click Create.
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& New » RSA NetWitness Concentrator (BYOL)

RSA NetWitness Concentrator (BYOL)

Bring Your Own License enabled.

RSA NetWitness Concentrator

=
ess Cong or indexes metadata extracted from network or log data and makes
ng and real-time analytics while also facilitating re
se features and functionality as it's physical version.
’ RSA NetWitness Suite on Azure
. RSA NetWitness 10.6.4 in Azure enables customers to obtain the visibility needed to secure critical
third party cloud infrastructure.
¥ Flexible deploym ns now allow RSA NetWitness components to be deployed either in a Ful
Stack (all cloud) or H [on premise & cloud) configuration which gives analysts visibility to lags
- .
s across both their physical and cloud environments through a single view.
- The solution is available to customers with a throughput license (BYOL). To obtain a throughput

license, contact the RSA Sales team.

The benefits of RSA NetWitness Azure cloud solutions include

H ¢ 8

No Capex
Com ly cloud based network

hybrid or cloud only deployments

.
.
» Reduce costs
.

Supp:

Learn more

b ® ¢

The Create virtual machine wizard opens and displays the Basics tab.

Enter the values in the following fields:
Specify a VM Name (for example, Concentrator).

b. Select SSD for the VM disk type of the Concentrator or HDD for all other components.
Solid State Disk (SSD) performs better than a Hard Drive (HDD).

c. Select Password for Authentication type.

d. Enter your credentials (that is User name and Password) and Confirm Password.
e. Click OK.
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INSTANCE DETAILS

Azure validates the Basic specifications and the 2 Size page is displayed.

5. Click on the appropriate VM size (for example, Standard DS14 v2 for the Concentrator) for the
service and click Select for a VM Size.

For more information on RSA's recommendations of the VM sizes for each service, see Azure
Configuration Recommendations.

Select a VM size *

Azure validates the Size specifications and the Networking page is displayed.
6. Enter the Settings.

a. In the Storage field, make sure Use manage disks is set to Yes .
b. Under Networking:
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C.

« Adjust Virtual network, Subnet and Public IP address according to the requirements of

your network.

o Specify a valid Network ecurity group.

For information on Network security groups, see the Microsoft Azure documentation
(https://docs.microsoft.com/en-us/azure/virtual-network/virtual-networks-nsg). Refer to
Deployment: Network Architecture and Ports (https://community.rsa.com/docs/DOC-83050)
for a comprehensive list of the ports you must set up for all RSA NetWitness® Platform

components.

working  Management  Guestconfig  Tags  Review + create

Define network connectivity for your virtual machine by cenfiguring network interface card {NIC) settings. You can control ports, inbound
and outbeound connectivity with security group rules, or place behind an existing load balancing selution. Learn more

NETWORK INTERFACE

When creating a virtual machine, a network interface will be created for you.

CONFIGURE VIRTUAL NETWORKS

* \firtual network @ i

Create new

Manage subnet configuration

Public IF @ None v
Create new
MIC network security group @ (Cymone () Basic (@) Advanced

The selected subnet ‘'NMW-SNET1 (172.24.206.0/26)" is already associated to a

O network security group 'NW-Pontus-Default’. We recommend managing
connectivi this virtual machine via the existing network security group instead
of creating a new one here.

* Configure network security group { Nw-pontus-Defaut v

Create new

(®) off

The selected ""‘EEIC— aoes not SUppOor acCeleraled "E.-‘.'_"'."‘;

LOAD BALANCING

You can place this virtual machine in the backend pool of an existing Azure load balancing solution. Leam more

ehind an existing  (_) Yes (@) No

Click OK.
Azure validates the VM and the Purchase page is displayed.
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te virtual machine

'l Basics v

Done

2 Size "
Done

3 Settings v
Done

4 Purchase

RSA NetWitness Concentrater (..

Purchase
o Validation passed

Offer details ~
RSA NetWi

ness Concentrator (BYOL) 0.0000 USDyhr

Terms of use | privacy policy
Standard D514 v2

Terms of use | privacy policy

The highlighted Marketplace purchase(s) are not covered by your Azure credits, and
will be billed
You cannot

purchages,

) Azure resource
You may use

re monetary commitment funds or subser
nbed are retail prices and may not reflect

each Marketplace offering sbove
methed for the fiees associa
zame billing frequency as my A

7. Click Purchase to create the core RSA Security Analytics component service (for example,

Concentrator) VM in Azure.

8. Configure the host VM in RSA NetWitness® Platform 11.5.0.0.

For more information, see Step 3. Configure Host VMs in NetWitness Platform .

9. Repeat steps 1 through 8 inclusive for the rest of the core RSA NetWitness component services.
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Installation Tasks
Before you begin the installation tasks make sure you open the firewall ports. For more information on

the lists of all the ports in a deployment, see the"Network Architecture and Ports" topic in the
Deployment Guide for RSA NetWitness Platform 11.5.

Caution: Do not proceed with the installation until the ports on your firewall are configured.

Install 11.5.0.0 on the NetWitness Server (NW Server) and Component

Hosts

Note: You can perform this task for INTERNAL-RSANW-11.5.0.0.14000-Full-Signed instance.

Caution: If you want to install the Endpoint Relay Server, do not run the nwsetup-tui script. Follow
the instructions in "(Optional) Installing and Configuring Relay Server" in the NetWitness Endpoint
Configuration Guide.

1. Log in to the host with the root credentials and run the nwsetup-tui command to set up the host.

This initiates the nwsetup-tui (Setup program) and the EULA is displayed.

Note: Use the following options to navigate the Setup prompts.

1.) When you navigate through the Setup program prompts, use the down and up arrows to move
among fields, and use the Tab key to move to and from commands (such as <Yes>, <No>, <OK>,
and <Cancel>). Press Enter to register your command response and move to the next prompt.

2.) The Setup program adopts the color scheme of the desktop or console you use to access the
host.

3.) If you specify DNS servers during the Setup program (nwsetup-tui) execution, they MUST
be valid (valid in this context means valid during setup) and accessible for the nwsetup-tui
script to proceed. Any misconfigured DNS servers cause the Setup program to fail. If you need to
reach a DNS server after setup that is unreachable during setup, (for example, to relocate a host
after setup that would have a different set of DNS Servers), see "(Optional) Task 1 - Re-
Configure DNS Servers Post 11.5" in the "Post Installation Tasks" section in this guide.

If you do not specify DNS Servers during setup (nwsetup-tui), you must select 1 The Local
Repo (on the NW Server) in the NetWitness Platform Update Repository prompt in step 12
(the DNS servers are not defined so the system cannot access the external repo).
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2. Tab to Accept and press Enter.
The Is this the host you want for your 11.5 NW Server prompt is displayed.

3. Tab to Yes and press Enter to install 11.5 on the NW Server.
Tab to No and press Enter to install 11.5 on other component hosts.

Caution: If you choose the wrong host for the NW Server and complete the Setup, you must restart
the Setup Program (step 2) and complete steps all the subsequent steps to correct this error.

4. The Install prompt is displayed (Recover does not apply to the installation. It is for 11.5 Disaster
Recovery.).
NW Server Host prompt:

Other Component Hosts, the prompt is the same, but does not include option 3 Install
(Warm/Standby)
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S.

Press Enter. Install (Fresh Install) is selected by default.
The System Host Name prompt is displayed.
NW Server prompt:

System Host Name o

Please accept or update the system
host name:

l <nwserver-host-name>

<Cancel>

Other Component Hosts prompt says <non-nwserver-host-name>

Caution: If you include "." in a host name, the host name must also include a valid domain name.

Press Enter if want to keep this name. If not, edit the host name, tab to OK, and press Enter to
change it.

This step applies only to NW Server hosts.
The Master Password prompt is displayed.

Master Password 5
The master password is utilized to set the default password for both
the system recovery account and the NetWitness UI "admin" account.
The system recovery account password should be safely stored in case
account recovery is needed. The NetWitness UI "admin" account
password can be updated upon login.

Enter a Master Password.

Password Mo a i
khkkrhkkhk kA kK -

Verify

< OK > <Cancel>

The following list of characters are supported for Master Password and Deployment Password:
e Symbols: ! @ # % ~ +

o Numbers: 0-9

o Lowercase Characters: a-z

o Uppercase Characters: A-Z

No ambiguous characters are supported for Master Password and Deployment Password. For

example:
space { } [J()/\"" " ~;1.<>-

Type the Password, down arrow to Verify, retype the password, tab to OK, and press Enter.

This step applies to both NW Server hosts and component hosts.
The Deployment Password prompt is displayed.
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Deployment Password o
The Deployment password is used when deploying NetWitness
hosts. It needs to be safely stored and available when
deploying additional hosts to your NetWitness Platform.

Enter a Deploy Password.

Password

< O0OK > <Cancel>

Type the Password, down arrow to Verify, retype the password, tab to OK, and press Enter.
8. One of the following conditional prompts is displayed.
o If the Setup program finds a valid IP address for this host, the following prompt is displayed.

IP Address <IP-address> is
currently assigned to this
host. Do you still want to
change network settings?

< Yes >

Press Enter if you want to use this IP and avoid changing your network settings. Tab to Yes and
press Enter if you want to change the IP configuration on the host.

« If you are using an SSH connection, the following warning is displayed.

Note: If you connect directly from the host console, the following warning is not displayed.

NetWitness Platform Network Configuration
WARNING - You are currently running the
NetWitness installation over an SSH
connection. Network configuration
updates will result in restarting the
network service which may cause the SSH
session to terminate.

Press Enter to close warning prompt.

o If the Setup Program finds an IP configuration and you choose to use it, the Update Repository
prompt is displayed. Go to step 12 to and complete the installation.

o If the Setup Program did not find an IP configuration or if you choose to change the existing IP
configuration, the Network Configuration prompt is displayed.

Caution: Only select "Use DHCP" as an IP address configuration for the NW Server if DHCP
issues static IP addresses.
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Tab to OK and press Enter to use Static IP.
If you want to use DHCP, down arrow to 2 Use DHCP and press Enter.
The Network Configuration prompt is displayed.

9. Down arrow to the network interface you want, tab to OK, and press Enter. If you do not want to
continue, tab to Exit.
The following Static IP Configuration prompt is displayed.
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10. Type the configuration values, tab to OK, and press Enter. If you do not complete all the required
fields, an 211 fields are required error message is displayed (Secondary DNS Server and
Local Domain Name fields are not required). If you use the wrong syntax or character length for any
of the fields, an Invalid <field-name> error message is displayed.

Caution: If you select DNS Server, make sure that the DNS Server is correct and the host can
access it before proceeding with the installation.

11. The Use Network Address Translation (NAT) prompt is displayed.

Will this host use Network
Address Translated (NAT)
based IP addresses when
connecting to other hosts?

<ves > [INEE

For the NW Server, tab to No and press Enter.
For component hosts, if this host requires the use of NAT-based addresses to communicate with the
NW Server, tab to Yes. Otherwise, tab to No and press Enter.

12. The Update Repository prompt is displayed.
NetWitness Platform Update Repository o
The NetWitness Platform Update Repository contains all the RPMs
needed to build and maintain all the NetWitness Platform
components. All components managed by the NW Server need access
to the Repository.

Do you want to set up the NetWitness Platform Update Repository
on:

I The Local Repo (on the NW Server)
2 An External Repo (on an externally-managed server)

< Exit >

For the NW Server:
o Press Enter to choose the Local Repo.

« If you want to use an external repo, down arrow to External Repo, tab to OK, and press Enter.
If you select 1 The Local Repo (on the NW Server) in the Setup program, make sure that you
have the appropriate media attached to the host (media that contains the ISO file, for example a
build stick) from which it can install NetWitness Platform 11.5. If the program cannot find the

attached media, you receive the following prompt.
NetWitness Platform Update Repository
No media devices detected. Please
insert/attach media and click "Retry'
to continue.

<Retry > EIQHOL >
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o Ifyouselect 2 An External Repo (on an externally-managed server), the Ul prompts you for a
URL. The repositories give you access to RSA updates and CentOS updates. Refer to "Appendix
B. Create an External Repo" in this guide for instructions on how to create this repo and its
external repo URL so you can enter it in the following prompt.

NetWitness Platform 11.5 External Update Repo URL
Enter the base URL of the external update

repositories:

l

<Cancel>

Enter the base URL of the NetWitness Platform external repo and click OK. The Start Install
prompt is displayed.
For component hosts:

o Select the same repo that you selected when you installed the NW Server host and follow the
steps above.

o The NW Server IP Address prompt is displayed.
NW Actiwe Server IP Address 1
Please enter the IP address of the
ACTIVE 11.4 NW Server or later HW
Server. The Active HNW Server must ke
routable from this instance for
installation to continue.

l

<Cancel>

Type the NW Server IP address. Tab to OK and press Enter.
13. The Disable firewall prompt is displayed.

Disable Firewall e
Do you need to apply custom
firewall rules to this host?
("No" enforces the standard
NetWitness firewall rule set to
the host)

< Yes >

Tab to No (default), and press Enter to use the standard firewall configuration.
To disable the standard firewall configuration, tab to Yes, and press Enter.
If you select Yes, confirm your selection(select Yes again) or select No to use the standard firewall
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configuration.
Warning: you chose to disable the default NetWitness
firewall configuration which means you must set up

firewall rules manually.

Select "Yes" to confirm that you will set up firewall
rules manually.

< Yes > < Wo >

14. The Start Install prompt is displayed.
Start Install/Upgrade T
A1l the required information has been gathered.

Select "1 Install Now" to start the installation
on this host.

[1MMTnstall No

2 Restart

< BK > < Exit >

15. Press Enter to install 11.5.
When Installation complete is displayed, you have installed 11.5 on this host.

Note: Ignore the hash code errors similar to the errors shown in the following figure that are
displayed when you initiate the nwsetup-tui command. Yum does not use MDS5 for any security
operations so they do not affect the system security.

+B_HASH_1nit:cr new

repo] action

ase] action nothing (skipped y action :nothing)

5 was not found.

16. (Optional) If your system configuration requires that a component host must use a NAT IP address to
reach the NW Server host, you must configure the NAT IP address of the NW Server by running the
following command:
nw-manage --update-host --host-id <NW Server Host UUID> --ipv4-public <NAT
IP address>
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Set Up ESA Hosts

After you install your NW Server and component hosts, follow these steps to set up your ESA hosts.

« Install your primary ESA host following the instructions in "Install 11.5 on the NetWitness Server
(NW Server) Host and Other Component Hosts" in this guide, and install the ESA Primary service

. . . . . = Install >
on it after you finish the Set Up program in the Ul in k&8 (Admin) > Hosts > £= :

Install Services

Select the appropriate category and click Install to complete the

installation process. If

lect and install the wrong category,
".'C_. MUusT re "l'_\ge the host.
Version: 11.5.0.0 Hardware

. virtua
Platform:

Analyst U

Archiver
Broker
Concentrator
Endpaint

Endpoint Broker

ESA Secondary

Log Collector

o (Conditional) If you have a secondary ESA host, install it and install the ESA Secondary service on it
2 —
after you finish the Set Up program in the UT in (Admin) > Hosts > £ Install .

Install Services

Select the appropriste category and click Install to complete the

5. If you select and install the wrong Category

Haraware

R virtus
Platform:

Endpoint Broker

Dllector

Install Component Services on Hosts

After you have installed NW Server and component hosts, and set up your ESA hosts, follow these steps
to install component services, such as Decoders and Concentrators, on your host systems.
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1. Install a component service on the host.

a. Log into NetWitness Platform and go to K=l (Admin) > Hosts.
The New Hosts dialog is displayed with the Hosts view grayed out in the background.

Note: If the New Hosts dialog is not displayed, click Discover in the Hosts view toolbar.

b. Select the host in the New Hosts dialog and click Enable.
The New Hosts dialog closes and the host is displayed in the Hosts view.

c. Select that host in the Hosts view and click & /nstall =
The Install Services dialog is displayed.

d. Select the appropriate host type (for example, Concentrator) in Category and click Install.

Install Services

Select the appropriace category and dlick Install to complete the
nsiallation process. If you select and install the wrong category,
you must reimage the host,
Version: 11.5.0.0 Hardware 1

. I

Platform:

Category: Concentrator W
The fallowing senvi| Analyst U 5 hast

A ol .
s Concentrator| ™ chiver
Broker

Concentrator

Endpoint

Endpoint Broker

- E“(I;‘I:; -”: LL:E _.).Ijlij :E.I Inm“
ESA Primary

ESA Secondary

Log Caollector
Log Decoder

~OE RyDonad

Complete Licensing Requirements

Complete licensing requirements for installed services. See the NetWitness Platform 11.5 Licensing
Management Guide for more information. Go to the Master Table of Contents to find all RSA
NetWitness Platform 11.x documents.
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(Optional) Install Warm Standby NW Server

Refer to "Warm Standby NW Server Host" under "Deployment Option Setup Procedures” in the
Deployment Guide for RSA NetWitness Platform 11.5 for instructions on how to set up a Warm Standby

NW Server.

NetWitness Azure Storage Allocation Procedure

To allocate storage in NetWitness Platform 11.5.0.0, perform the following steps:

1. In Microsoft Azure portal (https://portal.azure.com/), go to Virtual Machines.
2. Click on the required VM > Disks.

Create a resource

All services

% FAVORITES

B Dashboard

%) Resource groups
& App senvices

% Function Apps
R sqL databases
& Azure Cosmos DB

@ virtual machines

@ Load balancers

B storage accounts
Virtual networks

@ Azure Active Directory

© wMonitor

% Advisor

B Overview

B Activity log

o "
M Access control (IAM)
& Tags

K Diagnose and solve problems

SETTINGS.

2 Networking

B size

a

Security

<} Extensions

a

4 Continuous delivery (Preview)

@

Availability set
& Configuration

It Properties

P Search resources, services, and docs x

- ect P stat QiRestart M Stop % Capture

Resource group (change)
Pontus-VPN-ResGroup
Status

Running

Location
East US

Subscription (change)
NetWitness Engineering Devl

Subscription ID
2ff1c8d5-1f42-4dcd-bTb1-0ffb52a32433

Tags (change)
Click here to add tags

= Move T Delete ) Refresh

Computer name
10-6-4

Operating system
Linux

Size
Standard D8s v3 (8 vcpus, 32 GB memory)

Public IP address

Virtual network/subnet
Pontus-NW-USEast-ARM/NW-SNET1

DNS name

Show data for last m 6 hours WZhomsl 1day ‘

CPU (average) »

®> 00

. @rsaglo... ()
RSAGLOBALTEST TENANT Q)

»*

X|

3. Click Add data disk.

Note: You need to add the appropriate amount of disks to meet the retention requirements. If you
need to add more than a single disk, a RAID configuration is needed. For more information, see
RAID Configuration Instructions.
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@rsaglo... ()
RSAGLOBAL TEST TENANT Q)

_ & O O

O Search resources, services, and docs

# X

Create a resource
Virtual machine

e 0 « it Q) Refresh

B Overview @ Managed disks created since June 10, 2017 are encrypted at rest with Storage Service Encryption (SSE). You may also want to enable Azure Disk Encryption. @
Dashboard B Activity log

OS disk

o y

A 1 (1AM
LUIEZEES S Access control (IAM) NAME Size STORAGEACCOUNTTYPE  ENCRYPTION HOST CACHING

N
Resource groups @ Tags 10 b371eddc14e84641a2(1b5279602dbe 17Gi8 Premium_LRS Not enabled Read/write
. K Diagnose and solve problems
App Services
Data disks
Function Apps SETTINGS
WN NAME size STORAGE ACCOUNTTYPE  ENCRYPTION HOST CACHING

2 Networking
SQL databases 0 0-6-4_disk2_02a98a17a078431d. 49.Gig Standard_LRS Not enabled Read-only

& Disks
Azure Cosmos DB 1 -10-6-4_disk3_15beds 1 137Gi8 Standard_LRS Not enabled Read-only

@ sie 2 209Gi8 Standard_LRS Not enabled Read-only
Virtual machines ” = i i

O Security

Load balancers + Add data di
=] Extensions v’

Storage accounts
& Continuous delivery (Preview)

Virtual networks —
g networ Availability set

Azure Active Directory & Configuration

Monitor It Properties

Advisor <

P & Drsaglo...
)| () o)) [S———

b g

Create a resource - Disks %

Virtual machine

Disks in resource group ‘Pontus-VPN-ResGroup®
DOTest11image_disk1_9bdbS627afdd4f10981d843b21330fd6
size: 30 GiB, account type: Premium_LRS
INTERNALRSANW111001948Full01_disk1_fb5d440952ch4344b7a70)

size: 30 GiB, account type: Standard_LRS

All services % Disc

02ce7b391a8

*

B v O Manageddisks |\ repnaLRSANW 11001948Lite01 disk1_OadcTe0e301341453862c6629093bc fistso want to enableAzre Dk Encrypbon, g
#%| Dashboard B Activitylog size: 30 GiB, account type: Standard_LRS
Os disk mi-ge-psr-Archiver_H
All resources s Access control (IAM) size: 1023 GiB, a e: Premium_LRS

NAME ENCRYPTION HOST CACHING
mi-ge-psr-EdnpointHybrid_disk1_ba31ad912b0947238¢a61128b58dd6f2

#) Resource groups ® o GIB, account ype: Premium 1| Not enabled Read/wite v
N mi-ge-psr-EndPoint-Hypbrid-Disc26
@ App senvices X Diagnose and solve problems size: 1025 GiB, account type: Standard_LRS
Data disks mi-ge-psr-LogDecoder_ HD10
% Function Apps SETTINGS ype: Premium_LRS
LUN . ENCRYPTION HOST CACHING
= Networking Jpe: Prer LRS
S sl databases 0 ype: Sremitim.| Not enabled Read-only v | e
— ml-ge-psr-LogDecoder_HD6
3 € Disks -
& Azure Cosmos DB 1 = GiB, account type: Premium_LRS Not enabled Read-only MR
B size
BB virtual machines 2 Not enabled Read-only v | o
3 Loading. Not enabled None MRS

@ Load balancers

The value should not be empty

B storage accounts
Continuous delivery (Preview)

Virtual networks B a
@ Availability set

@ Azure Active Directory & Configuration

® wonitor 1! properties

Advisor <

5. Enter the Name, Resource group (Select Use existing), Account type (SSD for Concentrator Index
DB and HDD for others), Source type (select None (empty disk)), Size and fill the other fields.
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Create a resource
All services
FAVORITES
% Dashboard
S Allresources
Resource groups
& App senvices
% Function Apps
R saL databases
& Azure Cosmos DB
¥ virtual machines

& Load balancers

* Resource group
) Create new  (®) Use existing

Pontus-VPN-ResGroup

* Location

Availability zone @

* Account type @
Premium (SSD)

* Source type @

None (empty disk)

* Size (GiB) @
1023

¥ >

A

B storage accounts
Estimated performance @

Virtual networks 10PS limit 5000

Throughput limit (MB/s) 200
@ Azure Active Directory

@ Monitor

@ _Advisor

6. Click Create.
7. Select Read/Write for HOST CACHING. and click Save.
P58 0 0 - wanE: @

Create a resource Create managed disk

All services

FAVORITES
* Resource group
%] Dashboard ) Create new (@) Use existing

Pontus-VPN-Re
55 All resources ontus-VPN-ResGroup

* Location

Resource groups

& App services Availabilty zone @

% Function Apps
* Account type @

R saL databases Premium (SSD)

& Azure Cosmos DB * Source type @

None (empty disk)
¥ virtual machines

* Size (GiB) @
@ Load balancers 1023

B storage accounts
Estimated performance @
Virtual networks 10PS limit 5000

Throughput limit (MB/s) 200
@ Azure Active Directory

© vionir =

@ Advicor <

Configure Hosts (Instances) in NetWitness Platform

Configure individual hosts and services as described in RSA NetWitness® Platform Host and Services
Configuration Guide. This guide also describes the procedures for applying updates and preparing for
version upgrades.

Note: After you successfully launch an instance, Azure assigns a default hostname to it. For more
information, see "Change Host Network Configuration" in the System Maintenance Guide for
instructions on changing a hostname. Go to the Master Table of Contents to find all RSA NetWitness
Platform 11.x documents.
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Appendix A. Silent Installation Using CLI

You can use the following Command Line Interface commands to run the installation script (nwsetup-
tui) without getting prompted for inputs. This enables you to automate the installation of a host by
supplying response to the scripts prompts through the command line.

1. After you have created a base image on the host, log in to the host with the root credentials.

2. Submit the nwsetup-tui script with the --silent command and the arguments that you want to
apply.

The following command string is an example of how you would install a basic NW Server host.

nwsetup-tui --silent --is-head=true --host-name=new-host --master-
pass=netwitness --deploy-pass=netwitness --repo-type=1 --custom-
firewall=false --ip-override=false --eula=true

3. (Conditional - For Component Hosts Only) Install the appropriate service Category on the newly
provisioned host in the NetWitness Platform Hosts view.

a. Log into NetWitness Platform and go to K&l (Admin) > Hosts.
The New Hosts dialog is displayed with the Hosts view grayed out in the background

Note: If the New Hosts dialog is not displayed, click Discover in the Hosts view toolbar.

b. Select the host in the New Hosts dialog and click Enable.
The New Hosts dialog closes and the host is displayed in the Hosts view.

c. Select that host in the Hosts view (for example, Event Stream Analysis) and click & Install =

The Install Services dialog is displayed.
d. Select the appropriate host type in Category and click Install.

Arguments
-~help-install-opts Display all the arguments in this table.
-—eula Accept or decline the End User License Agreement (EULA).

Specify:
¢ true (default) to accept the agreement

e false to decline it and cancel the installation.

For example: --eula=true
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--is-head Designate the host as the NW Server host or a component host.
Specify:

e true for NW Server host.

o false for Component host.

For example: --is-head=true

-—host-name Specify new hostname. If you do not specify this argument,
NetWitness Platform retains the existing hostname.

For example: -—host-name=<hostname>

—-master-pass Enter master password. For example:
--master-pass=<password>

--deploy-pass Enter deployment password. For example:
—-—deploy-pass=<password>

--iface-name Specify network interface.

For example: --iface-name=eth0

-—ip-override Accept or override [P address found for this host or change the IP
configuration found on the host. Specify:

e true provide [P address.

e false use IP address found on the host.

For example: --ip-override=false
--ip-type Select ip address configuration type. Specify:

o 1 Static IP Configuration)

« 2 DCHP

For example: --ip-type=1

--ip-addr For Static IP configuration, enter I[P Address for static address.

For example: --ip-addr=<ip-address>

--ip-netmask For Static IP configuration, enter Subnet Mask for static address.
For example:
--ip-gateway=<subnet-mask>

-—ip-gateway For Static IP configuration, enter default gateway for static

address. For example:
-—-ip-gateway=<default-gateway>

--ip-nameserver IP address assigned to DNS server.
--ip-nameserver=<ip-address>
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-~ip-nameserver-secondary (Qptional - IP address assigned to a secondary DNS server.
For example: -—ip-nameserver-secondary=<ip-address>

--ip-domain For Static IP configuration, enter Local Domain Name for static

address. For example:
--ip-domain=<default-gateway>

——repo-type Select type of update repository. Specify:
¢ 1 Local repository

« 2 External repository
For example: --repo-type=1

-—repo-url For an external update repository, specify the url of the repository.

For example:
—--repo-url=<url>

-~head-ip For a component host, specify IP Address of the NW Server.

For example: --head-ip=<ip-address>

--custom-firewall Disable default firewall configuration and use your custom
configuration. Specify:

e true use custom firewall configuration.

e false use default firewall configuration.

For example: --custom-firewall=true

—-use-nat Configure the host to use Network Address Translation (NAT)
based IP addresses:

o true use NAT IPs to connect to other hosts

o false donotuse NAT IPs to connect to other hosts (default)

For example: --use-nat=false
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