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MapR 4.1 Upgrade Instructions

Upgrade Security Analytics Warehouse Cluster (MapR 3.1 to MapR 4.1)
Security Analytics Warehouse upgrade process includes upgrading MapR packages on the SAW Cluster
Appliances. The upgrade package consisting of sa-10.6-Mapr-4.1-Update-1-of-2-EL6.zip and sa-10.6-Mapr-

4.1-Update-2-of-2-EL6.zip are available on SCOL.

NOHTE Make sure you are using SA 10.6 or later versions to upgrade MapR 4.1.

€
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http://devrepo.netwitness.local/Platform/mapr/Offline/10.6.0/sa-10.6-Mapr-4.1-Update-1-of-2-EL6.zip
http://devrepo.netwitness.local/Platform/mapr/Offline/10.6.0/sa-10.6-Mapr-4.1-Update-1-of-2-EL6.zip
http://devrepo.netwitness.local/Platform/mapr/Offline/10.6.0/sa-10.6-Mapr-4.1-Update-1-of-2-EL6.zip
https://knowledge.rsasecurity.com/
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Upload MapR packages to SA Repository
Before you upgrade to MapR 4.1, you must upload the MapR packages to Security Analytics repository.

To upload the MapR packages to SA repository:

Log in to Security Analytics.

In the Security Analytics menu, select Administration > System.
In the left navigation panel, select Updates.

Click the Manual Updates tab.

A Administration =Hosts  @Services  NEventSources W Health & Wellness 3= System ect O A @ RSAsecurity Analytics

PwNE

5. Click i Upload Files

6. click T
7. Select the .zip files to be uploaded.

Upload Files
+ -
File Name ~

5a-10.6-Mapr-4.1-Update-1-of-2-EL6.zip

5a-10.6-Mapr-4.1-Update-2-of-2-EL6.zip

Close Upload

8. Click Upload.
The Uploading files view is displayed.
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Uploading files

r ]

Cancel

The uploaded files will be listed under the Manual Updates tab.

A Administration = & Hosts B services R\ Event Sources W Health & Wellness = system @ security

@ 5B @ RSAsecurity Analytics

info

Licensing

File Name ~

B M Wersion: 10.6.0.0 (2 tems)
¥ 38-10.6-Mapr-4.1-Update-1-of-2-EL6.1ip

¥ sa-10.6-Mapr-4.1-Update-2-of-2-EL6.1ip

Log Parser Mappings

Move to Repo

9. After the .zip files are uploaded, click Move to Repo.
The Creating Repository on SA service view is displayed.

Creating Repository on SA Server

— 20 |

After the repository is created on the SA server, the upload process is complete.
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Prerequisites

Make sure that:

e You are logged into a MapR component.

e You cancel all the running SAW reports.

e There are no Jobs running on the SAW cluster. To stop all jobs, do the following:

1. Logonto the Hosts on the SAW cluster.
2. Enter the following command:
hadoop job -1list
The command returns the list of jobs that are running on the SAW cluster. Wait for the jobs
to complete.
NOTE You can also forcibly kill the running hadoop jobs using the following command:
a4 hadoop job -kill <job-id>
= Where job-idis the id of the running jobs that are displayed in step 2.
3. Run these commands:
mkdir /etc/yum.repos.d/repos.oem
mv /etc/yum.repos.d/Cent* /etc/yum.repos.d/repos.oem
4. If scp fails in the above step, create the netwitness.repo file (using any editor such as vi) with
the following content or copy the file from any other device that has been added to SA
Admin Devices:
[nwupdates]
name=Netwitness-Updates—-Repo
baseurl=http://<SA Server IP>/rsa/updates/10.6.0
enabled=1
gpgcheck=0
sslverify=1
sslcacert=/etc/pki/CA/certs/RSACorpCAvV2.pem
5. Copy the certificate from SA to MapR nodes:
scp root@<SAServer-IP>:/etc/pki/CA/certs/RSACorpCAvV2.pem
/etc/pki/CA/certs/
6. Edit the following files with vi, add/edit the lines indicated:
vi /etc/yum.repos.d/netwitness.repo
enabled=1
vi /etc/yum.conf
http caching=none
vi /etc/yum/pluginconf.d/fastestmirror.conf
enabled=0
7. Remove all the yum caches from the Host. Enter the following command:

yum clean all
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8. List all the available updates and ensure that the updates are valid. Enter the following

command:
yum check-update
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Upgrade the SAW Cluster
To upgrade the SAW Cluster:
1. Onall the Hosts on the SAW cluster stop the HiveServer?2 by using the command:
stop hive2
2. On all the Host where the service is running stop MapR-NFS service by using one of the following
options:
a) Use the command line interface by logging on to any one of the Hosts and enter the
following command:
maprcli node services -nfs stop -filter "[hn==*]"
b) Use the MapR Cluster System user interface, stop the MapR-NFS
Log on to the MapR Cluster System user interface. In a web browser, enter the following URL:
https://<node ip address>:8443

NOTE Start the MapR Cluster System user interface on any one of the Hosts in the
a cluster using the following command:
- /opt/mapr/adminuiapp/webserver start

In the Services panel on the right side of the Dashboard, click NFS Gateway.

MAPR e [ e Logged inasroot | Blog | Support | Help | maprcom | Logout
TECHNOLOGIES Manage o.3s5ENC
Navigation @ Dashboard ¥ Nodes *
& cluster
] Dashboard Cluster Heatmap - 3 Nodes on 1Racks Health ¥ |Sort: Rack ¥ Zoom:(fj————————————— * Cluster Utilization @ savings 38% @
&l Nodes . % Utilized  Total
ENodo Heatmap 3 nodes on /data/default-rack (3 visible) = U NA OCores 6 Cores
&l 30bs vemory  43% 19.568 46.7GB
& MapR-Fs DiskSpace 5% 4068 83368
I iapR Tables Alarms Fom—
Blvolumes Alarm Last Raised Summary Clear Alarm \pRee
B Mivror Volumes Cluster License Near Expiration Alarm 1ms17sag0 One or more licenses is about to expire within 21 days x Running Jobs g
pS Queued Jobs 0
R user Disk Usage Running Tasks 0
o i Running Map Tasks 0
Running Reduce Tasks 0
Map Task Capacity 2
lnes setup Reduce Task Capacity 2
RVIP Assignments Viap Task Prefetch Capacity 0
I NFS Nodes Blacldisted Nodes 0
& Alarms
[ Node Alarms eenices
[R]volume Alarms Actv Stby Stop Fail Total
[ User/Group Alarms Fileserver 3 0 3
@) aterts HBgse RegionServer 0
8 5ystem Settings WFS Gateway 0
&) Email Addresses T T T
@] permissions cios 3 0
%] quota Defaults TaskTracker 0
%) Balancer settings JobTracker 1 0
& sprp HostStats 0
%] Metrics HBase Master 0
. | Manage Licenses volmes
w HB;" " = % Total
oy b Tracker Mounted 16 94% 13.368
fagios Total 17 100% 13368
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The Nodes tab is displayed with all the Hosts that are running the MapR-NFS service.
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The Security Division of EMC

Cluster Name: saw
Dashboard | Nodes *
Services ¥ M Filter |
— Configured Services ¥ is > NF5 Gateway ~ +
Topology Health Hostname Configured Services Running Services Physical Topology
Clgsier tasktracker
ata hbmaster hbmaster
default-rack hbregionserver hbregionserver
default-rack webserver webserver
. saw-nodel cdb cdb [data/default-rack/saw-nodel
fileserver fileserver
nfs nfs
hoststats hoststats
jobtracker
tasktracker tasktracker
hbmaster hbmaster
hbregionserver hbregionserver
- cldb cdb Idatal rackisave-
[ ] saw-node fileserver fileserver [data/default-rack/saw-node2
nfs nfs
hoststats hoststats
jobtracker jobtracker
tasktracker tasktracker
s
ddb hbregionserver
[ ] saw-node3 fileserver ddb /data/default-rack/saw-node3
fileserver
nfs nfs
hoststats
e hoststats
Select the Hosts and click Manage services.
Cluster Name: saw
Dashboard ™ Nodes *
Services ¥ ™ Filter || Manage services for 3 nodes | Change topology for 3 nodes
— Configured Services ~ is NF5 Gateway ™ +
Tapalogy ™ | Health Hostname Configured Services Running Services Physical Topology
CI:ster tasktracker
ata hbmaster hbmaster
default-rack hbregionserver hbregionserver
default-rack webserver webserver
[ . saw-nodel cdb cdb [data/default-rack/saw-nodel
fileserver fileserver
nfs nfs
hoststats hoststats
jobtracker
tasktracker tasktracker
hbmaster hbmaster
hbregionserver hbregionserver
— ddb ddb . .
# saw-node?2 fileserver fileserver J/data/default-rack/saw-node2
nfs nfs
hoststats hoststats
jobtracker jobtracker
EEbsmktar:t?rer tasktracker
hbregionserver g
ddb hbregionserver
[ . saw-node3 fil cdb [data/default-rack/saw-node3
VESErVEr fileserver
nfs nfs
hoststats
i hoststats

The Manage Services view is displayed.
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Manage Services

CLDE  No change

FileServer = Mo change
JobTracker = Mo change
TaskTracker = Mo change

NFS Gateway Mo change
HBase Master = Mo change
HBase RegionServer No change
Webserver | No change

Node(s) affected:
saw-nodel, saw-node2, saw-node3

-

-

-

-

-

-

-

-

v 0K @ Cancel

From the NFS Gateway drop-down

menu, select Stop.

Manage Services

Node(s) affected:
saw-nodel, saw-node2, saw-node3

CLDE Mo change «
FileServer = Mo change =
JobTracker = Mo change =
TaskTracker = Mo change =

NF5 Gateway ::0:1|

HBase Master Stop

HBase RegionServer Mo change =
Webserver = Mo change =

« 0K @ Cancel
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Manage Services »®

CLDE Mo change ¥
FileServer = Mo change ~
JobTracker | Mo change ~
TaskTracker = Mo change ~

MNFS Gateway Stop *

HBase Master = Mo change ~
HBase RegionServer Mo change
Webserver | Mo change ™

Node(s) affected:
saw-nodel, saw-node2, saw-node3

+ 0K @ Cancel

3. Click OK.
Log on to any one of the host that has nfs-utils and nfs—-utils-1ib packages installed. By
default, these package are installed on the following hosts:
e Warehouse Connector
e Log Decoder
e Decoder
5. On the host, enter the following command for each SAW Appliance that has the NFS service
configured.
showmount —-e <IP SAW node>
where TP SAW node is the IP address of the SAW Appliance in the cluster.
This command should give the following message:
RPC: Program not registered
For example:
If you have a SAW cluster with three nodes configured with NFS service. You need to enter following
commands:
showmount —-e <SAW nodel IP Address>
showmount —-e <SAW nodeZ IP Address>
showmount —-e <SAW node3 IP Address>
These commands should display the following message for each SAW Appliance:
RPC: Program not registered

Copyright © 2010 - 2016 by RSA, The Security Division of EMC 10
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6. Stop the CLDB service on the SAW cluster. Perform the following

a. Logon to any one of the Hosts on the SAW cluster.
b. List all the Hosts that have CLDB service running on it by using the following command:
maprcli node listcldbs
c. Locate the CLDB Master Appliance from the list of the Hosts running CLDB service by using
the following command:
maprcli node cldbmaster

NOTE
o Please note down the CLDB Master Appliance hostname.

d. Stop the CLDB service on the SAW cluster.
You can stop the CLDB service using the Command Line interface or MapR Cluster System
user interface.
Perform any one of the following:
i. To stop the CLDB service on the SAW cluster using Command Line interface, perform
the following:
a) Logon tothe CLDB Master Appliance.
b) Stop the CLDB service on all the Hosts on the SAW cluster except the CLDB
Master Appliance by using the following command:
maprcli node services -cldb stop -filter
"[hn!=<cldbmaster-hostname>]"
where, <cldbmaster-hostname>is the CLDB Master Appliance
hostname.

« | Make sure that you provide the correct CLDB Master Appliance hostname.

c) Stop the CLDB service on CLDB Master Appliance by using the following
command:
maprcli node services -cldb stop -filter
"[hn==<cldbmaster-hostname>]"
Where, <cldbmaster-hostname>isthe CLDB Master Appliance
hostname.

NOTE
« | Make sure that you provide the correct CLDB Master Appliance hostname.

ii. To stop the CLDB service on the SAW cluster using MapR Cluster System user
interface, perform the following:
a) Logon to the MapR Cluster System user interface. In a web browser, enter
the following URL:
https://<node ip address>:8443

Copyright © 2010 - 2016 by RSA, The Security Division of EMC 11
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b) In the Services panel on the right side of the Dashboard, click CLDB.

Clear Alarm ™

Cluster Uniization ® Savings 38% )
" Utlized  Tolal
e nia scores 6 Cores
am 158 4670
Dikspace 5% g8 968

Actw stby stop fal Total

1 quota ot ™
1@ Balancer Settings a
@ 5w =
@) petrics -
19 anage licznses olumes
e Loonoom
<o 1 e
et Total 17 100% 13368
The Nodes tab is displayed with all the Appliances running CLDB service.
Cluster Name: saw
Dashboard ** || Modes *
Services > ™ Filter |
'%' Configured Services ™ is ¥ CLDB ¥ +
Topology [ | Health Hostname Configured Services Running Services Physical Topology
Cluster
data ﬁ?ﬂ'::fgrer tasktracker
default-rack hbregionserver Einessr
default-rack e fjb;eglonserver
O|m saw-nodel cldb e [datadefault-rack/sav-node1
Y::L:server fileserver
nfs
hoststats
Jobtracker bR
tasktracker tasktracker
hbmaster hbmaster
hbregionserver hbregionserver
' — cldb cdb e
. saw-node2 fileserver fileserver [data/default-rack/saw-node2
nfs nfs
hoststats hoststats
jobtracker jobtracker
ﬁ?ﬂ'::fgrer tasktracker
hbmaster
hlt:jrbegmnserver hbregionserver
O saw-node3 ;I ddb [data/default-rack/sav-node3
nlf:server fileserver
nfs
hoststats
Jobtracker puaiasid

c) Stop CLDB service on all the Hosts other than the CLDB Master Appliance.

Perform the following:

Copyright © 2010 - 2016 by RSA, The Security Division of EMC
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i. Select the Hosts and click Manage services.
The Manage Services view is displayed.

Cluster Name: saw
Dashboard **| Nodes *
Services ¥ (M Filter | Manage services for 3 nodes  Change topology for 3 nodes
— Configured Services ¥ is ¥ CLDE ~ +
Topology ™ | Health Hostname Configured Services Running Services
Cluster
tasktracker
data T tasktracker
default-rack hbregionserver hbma;ter
default-rack e hbrbeglonserver
il | saw-nodel cdb \cml'sbserver
El]l:server fileserver
nfs
hoststats
jobtracker hoststats
tasktracker tasktracker
hbmaster hbmaster
hbregionserver hbregionserver
S cdb cdb
Al | saw-node2 fileserver fileserver
nfs nfs
hoststats hoststats
jobtracker jobtracker
Eis;nktar:t?rer tasktracker
- hbmaster
TITEIIIEEE hbregionserver
saw-node g d
Al | de3 gdb Idb
nlf:server fileserver
nfs
hoststats
jobtracker hoststats

Physical Topology

[data/default-rack/saw-nodel

[data/default-rack/saw-node2

[data/default-rack/saw-node3

Manage Services

CLDE  Nochange ™
FileServer Mo change ™
JobTracker = Mo change =
TaskTracker = Mo change ™

NF5 Gateway = No change ™

HBase Master = Mo change ~
HBase RegionServer Mo change *
Webserver | Mo change ™

Node(s) affected:

saw-nodel, saw-node2, saw-node3

v 0K @ Cancel

ii. From the CLDB drop-down menu, select Stop.

Copyright © 2010 - 2016 by RSA, The Security Division of EMC 13




RSA

MapR 4.1 Upgrade Instructions The Security Division of EMC
Manage Services ®
CLDE stop|
FileServer Stop
JobTracker = Select.. =

TaskTracker = Select... =

NF5 Gateway = Select.. ™
HBase Master = Select... ™
HBase RegionServer Select.. =

Webserver | select.. *

Node(s) affected:
saw-nodel, saw-node2, saw-node3

v 0K @ Cancel

Manage Services »®

CLDB Stop *
FileServer | Select.. ™
JobTracker | Select..
TaskTracker | Select.. ™
NFS Gateway — Select.. ¥
HBase Master = Select.. =
HBase RegionServer select.. *

Webserver | Select.. ¥

Node(s) affected:
saw-nodel, saw-node2, saw-node3

+ 0K @ Cancel

iii. Click OK.
d) Stop the CLDB service on the CLDB Master Appliance.
e) Stop the MapR Cluster System user interface on all the Hosts in the cluster by using the
following command:
/opt/mapr/adminuiapp/webserver stop
7. Stop the warden service on all the Host on the SAW cluster in the following order:
a. CLDB Master Appliance, which was noted in step 6.c
b. Hosts with the CLDB service
c. Host without the CLDB service
8. Use the following command to stop the warden service:
service mapr-warden stop

Copyright © 2010 - 2016 by RSA, The Security Division of EMC 14
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NOTE
e The mapr-warden service may take approximately 10 minutes to stop.

9. Stop the zookeeper service on all the Hosts on the SAW cluster by using the following command:
service mapr-zookeeper stop

10. On each Host on the SAW cluster. Perform the following:

NOTE Make sure that you do not perform the following instructions simultaneously
i on multiple Hosts on the SAW cluster.
Update the MapR packages and the SAW service on the Host using SA repo, using the
following command:
yum clean all
yum update
NOTE . - .
7 Make sure centos files do not exist in /etc/yum.repos.d/ . Refer to step 3 in
; Prerequisites.

a) Setthe ownership of all the files in the following folders to mapr user:
i. /Jopt/mapr/pid (Command: chown -R mapr: /opt/mapr/pid)
ii. /opt/mapr/logs (Command: chown -R mapr: /opt/mapr/logs)
iii. /tmp (Command: chown -R mapr: /tmp)
b) Set the permission for the fopt/mapr/conf/daemon.conf by using the following command:
chmod 644 /opt/mapr/conf/daemon.conf
c) Execute the following script:
/opt/mapr/server/configure.sh -R
d) Execute the following script:
/opt/mapr/server/upgrade2maprexecute
11. Start the zookeeper service on all the Hosts on the SAW cluster by using the following command:
service mapr-zookeeper start

Verify the status of the zookeeper service in all the Host by using the following
command:
service mapr-zookeeper gstatus
Make sure that the status is follower or leader.
12. Start the warden service on all the Host on the SAW cluster in the following order:
a) CLDB Master Appliance (Use the hostname that you noted in step 6c¢)
b) Hosts with the CLDB service
c) Host without the CLDB service
Use the following command to start the warden service:
service mapr-warden start
13. On any one of the Hosts on the SAW cluster, verify the status of the SAW cluster using the following
command:
maprcli node cldbmaster

NOTE

€

14. Once the SAW cluster is up and running, perform the following on any one of the Hosts in the cluster:

Copyright © 2010 - 2016 by RSA, The Security Division of EMC 15
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a)

b)

Get the MapR version by using the following command:

cat /opt/mapr/MapRBuildVersion

The MapR version is displayed. Copy the MapR version number.

Enter the following command:

maprcli config save -values {"mapr.targetversion":"<XXX>"}
Replace <xXxXx>with the MapR version number that you copied in step b.

15. If HBASE is already installed:

a)
b)

Execute /opt/mapr/hbase/hbase-0.98.12/bin/hbase upgrade -check
Execute /opt/mapr/hbase/hbase-0.98.12/bin/hbase upgrade -execute
on all the nodes.

16. To upgrade the schema on all nodes:

a)
b)
c)

d)

Download the db-derby-10.12.1.1-bin.zip to /root/ from SCOL.
Unzip db-derby-10.12.1.1-bin.zip.
Run the command to move the Metastore DB from root to MapR.
rm -rf /root/metastore db
Run the command to take a backup and change the MapR ownership.
cp -r /home/mapr/metastore db/ /home/mapr/metastore db bk
chown mapr:mapr -R /home/mapr/metastore db bk
Run the command to copy the original metastore from MapR user to root destination.
cp -r /home/mapr/metastore db/ /root/metastore db
Run the command to set the DERBY_HOME path.
i. export DERBY HOME=/root/db-derby-10.12.1.1-bin
ii. export PATH="$DERBY_HOME/bin :SPATH"
Run the command to upgrade the metastore DB.
cd /opt/mapr/hive/hive-1.0/scripts/metastore/upgrade/derby
Run the command to take a backup of the upgrade file.
cp upgrade-0.13.0-to-0.14.0.derby.sgl upgrade-0.13.0-to-
0.14.0.derby.sqgl bkup
Make sure toremove 'run 019-HIVE-7784.derby.sql' from upgrade-
0.13.0-to-0.14.0.derby.sql.
Execute the command to log in to the ij prompt.
java -jar S$DERBY HOME/lib/derbyrun.jar 1ij
Execute the command to connect to jdbc.
CONNECT'jdbc:derby:/root/metastore db';
Execute the script.
i. RUN 'upgrade-0.12.0-to-0.13.0.derby.sql’;
ii. RUN 'upgrade-0.13.0-to-0.14.0.derby.sqgql’;
iii. quit;
Run the command to remove the Metastore DB of MapR user.
rm -rf /home/mapr/metastore db
Run the command to copy the metastore_db to MapR user destination.
cp -r /root/metastore db /home/mapr/metastore db

Copyright © 2010 - 2016 by RSA, The Security Division of EMC 16
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o) Runthe command to change the ownership of metastore_db to MapR.
chown mapr:mapr -R /home/mapr/metastore db

Copyright © 2010 - 2016 by RSA, The Security Division of EMC 17
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Configure MapReduce V2 Framework (yarn)
Security Analytics Warehouse upgrade process also includes configuring MapReduce V2 Framework (yarn).

To configure MapReduce V2 Framework:

On all the nodes of the MapReduce V2 Framework having job tracker service, enter the following command:
yum remove mapr-Jjobtracker

2. To remove the task tracker on all nodes by using the following command:
yum remove mapr-tasktracker

3. Install the mapr nodemanager on all the nodes:
yum install mapr-nodemanager

4. Install the mapr resource manager on ONE NODE:
yum install mapr-resourcemanager

5. If HBASE is already removed before upgrading to MapR 4.1. Then upgrade HBASE 0.98.12 version on all
the nodes.

a) To upgrade HBASE: Copy the following updated HBASE rpm packages to the directory you
created (for example, /root/hbase).
mapr-hbase-0.98.12.201507081709-1.noarch.rpm
mapr-hbase-internal-0.98.12.201507081709-1.nocarch.rpm
mapr-hbase-master-0.98.12.201507081709-1.noarch.rpm
mapr-hbase-regionserver-0.98.12.201507081709-1.nocarch.rpm

b) Move to the directory containing the updated packages with the following command
cd /root/hbase/

c) Upgrade the hbase rpm packages by running the following command as root with the following
command rpm —ivh *.rpm

d) Verify that the upgrade was successful with the following command string. rpom -qa | grep mapr-hbase

e) The following information is displayed during the verification:
mapr-hbase-internal-0.98.12.201507081709-1.nocarch
mapr-hbase-0.98.12.201507081709-1.noarch
mapr-hbase-master-0.98.12.201507081709-1.noarch
mapr-hbase-regionserver-0.98.12.201507081709-1.noarch

f) Execute /opt/mapr/hbase/hbase-0.98.12/bin/hbase upgrade -execute on allthe
nodes.

6. Execute the following script on all nodes:
/opt/mapr/server/configure.sh -C <saw-nodel IP>,<saw-node2 IP>,<saw-
node3 IP> -7 <saw-nodel IP>,<saw-node2?2 IP>,<saw-node3 IP> -RM <saw-
node IP> -N <cluster-name>
Where,

—C isthe cldb_list
-7 is the zookeeper_list
-RM <saw-node IP>,isthe mapr-resource manager that was installed in step 4.

7. Execute this command, only if you have installed HBase 0.98 separately as explained in step 5.

a) hadoop fs —-rmr /hbase/hbase.id

b) maprcli node services -hbregionserver start -filter "[hn==*]"
8. On any one of the Hosts on the MapR V2 Framework, verify the status of the SAW cluster:

maprcli node cldbmaster

Copyright © 2010 - 2016 by RSA, The Security Division of EMC 18
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9. Restart the warden first on the node running clubmaster followed by the other CLDB nodes and non-CLDB
nodes.

service mapr-warden restart
10. Edit the following and set the default mode to yarn.
Edit “/opt/mapr/conf/hadoop version”
Set “default mode” to “yarn”
11. Execute the following command.
export MAPR MAPREDUCE MODE=yarn
12. In /opt/mapr/hadoop/hadoop-2.5.1/etc/hadoop/core-site.xml file, add the following
configuration in all the nodes.
<property>
<name>hadoop.proxyuser.mapr.groups</name>
<value>*</value>
<description>Allow the superuser mapr to impersonate any member of
any group</description>
</property>
<property>
<name>hadoop.proxyuser.mapr.hosts</name>
<value>*</value>
<description>The superuser can connect from any host to impersonate
a user</description>
</property>
13. Edit the host iptables (/etc/sysconfig/iptables) on all the nodes of the cluster and add the port numbers
(19890, 8030, 8032, 8033, 8040, 8041, 8088, 8042, 8044, 8090, 19888, and 8031).
The rule syntax is:
-A INPUT -m state --state NEW -m tcp -p tcp --dport <port no> -3 ACCEPT

Make sure you add port range 32768:61000 for private or public networks.

If your MapR cluster is configured through private network, do one of the following:
For example (Private network):

e -AINPUT -i ethl -j ACCEPT
Where ethl is an interface used for PRIVATE network.
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e -AINPUT -m state --state NEW -p tcp -m iprange --src-range 192.167.10.1-192.167.10.3 --dport
32768:61000 -j ACCEPT
Where —src range is the range of the IP address of the SAW setup which is in a PRIVATE network.

If your MapR cluster is configured through public network, do one of the following:
For example (Public network):

e -AINPUT -m state --state NEW -p tcp -m iprange --src-range 10.31.246.73-10.31.246.75 --dport
32768:61000 -j ACCEPT
Where —src range is the range of the IP address of the SAW setup which is in a PUBLIC network.

e -AINPUT -m state --state NEW -p tcp -s 10.31.246.73,10.31.246.74,10.31.246.75 --dport
32768:61000 -j ACCEPT
Where —s is the range of the IP address (comma separated) of the SAW setup which is in a PUBLIC
network.

14. Start hiveserver2.
start hive?2

15. Set the permissions on the /opt folder:
chmod 755 /opt
16. After the upgrade process is complete, reboot all the nodes.
17. To upgrade to Hive 1.0 in Reporting Engine:
a. Remove and take a backup of “hive-jdbc-0.12.0-with-full-dependencies.jar” available at
/opt/rsa/soc/reporting-engine/plugins/hive-jdbc-0.12.0-with-full-dependencies.jar.
b. Copy the /opt/mapr/hive/hive-1.0/lib/hive-jdbc-1.0.0-mapr-1508-standalone.jar from MapR node to
Reporting Engine’s host /opt/rsa/soc/reporting-engine/plugins.
OR
You can also download it from:
http://repository.mapr.com/nexus/content/groups/mapr-public/org/apache/hive/hive-jdbc/1.0.0-mapr-
1508/hive-jdbc-1.0.0-mapr-1508-standalone.jar
c. Restart Reporting Engine.
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