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Introduction

NetWitness User and Entity Behavior Analytics (UEBA) is an advanced analytics solution that
empowers enterprise SOC managers and analysts to discover, investigate, and monitor risky behaviors
across entities namely Users and Network (packets) in your environment.

NetWitness UEBA enables analyst to:
* Detect

e malicious and rogue users

e abnormal network traffic
 Identify high-risk behaviors
* Discover attacks

* Investigate emerging security threats

« Identify potential attacker's activity

This guide provides information and instructions for using the NetWitness UEBA functionalities and
capabilities. It describes the key investigation methodologies, the main system capabilities, common use
cases, and step-by-step instructions for the recommended workflow strategies.

Users

UEBA helps to analyze all users in your organization using logs and endpoint data for user activities,
which is retrieved and parsed from the NetWitness Database (NWDB).

Network

Note: UEBA no longer supports JA3 entities from the NetWitness Platform 12.4.1 and later.

UEBA helps to analyze malicious outbound traffic masked within a legitimate HTTPS session. It can
detect various network abnormalities, such as abnormal outbound traffic volume sent to a specific port,
domain, organization or SSL Subject. The network (packet) data is retrieved and parsed from the NWDB
into the new TLS data source, which supports new entity SSL Subject. These entity validate the false
negatives and true positives, and detect abnormal network traffic SSL Subject fingerprints.

SSL Subject - The subject field of the certificate identifies the entity associated with the public key
stored in the subject public key field, which is the entity for which the certificate was issued.

How NetWitness UEBA Works

NetWitness UEBA uses analytics to detect anomalies in the log and endpoint or network data to derive
behavioral results from them. The following diagram displays the basic workflow:
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Prioritize
Users or
Network
Entities with
Risky Behavior

Retrieve Log
or Endpoint or Create Detect Generate

Network Baselines Anomalies Alerts
Data

The following table provides a brief description of each step.

m Description More Information

1. Retrieve Log and NetWitness UEBA retrieves logs or See Retrieve Data
Endpoint or Network endpoint or network data from the NWDB

Data and uses the data to create analytic results.

2. Create Baselines Baselines are derived from detailed analysis See Create Baselines

of normal user or network entity behavior,
and are used as a basis for comparison to
user or network entity behavior over time.

3. Detect Anomalies An anomaly is a deviation of a user or See Detect Anomalies
network entity from the normal baseline
behavior. NetWitness UEBA performs
statistical analysis to compare each new
activity to the baseline. User or network
entity activities that deviate from expected
baseline values are scored accordingly to
reflect the severity of the deviation.

4. Generate Alerts All the anomalies found in step 3 are See Generate Indicators and
grouped into hourly batches. Each batch is ~ Generate Alerts
scored based on the uniqueness of its
indicators. If the indicator composition is
unique compared to a user or network
entity's historic hourly batch compositions,
it is likely that this batch is transformed
into an alert.

5. Prioritize User or NetWitness UEBA prioritizes the potential ~ See Prioritize User or
Network Entities with risk from a user or network entity by using ~ Network Entity with Risky
Risky Behavior a simplified additive scoring formula. Each  Behavior

alert is assigned a severity that increases a
user or network entity's score by a
predefined number of points. User or
network entity with high scores either have
multiple alerts, or alerts of high levels of
severity associated with them.

Introduction 7
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Retrieve Data

NetWitness UEBA connects to a Concentrator service to retrieve log and endpoint data for the user
entity or network data for the network entities. In case of multiple Concentrators, the NetWitness UEBA
server connects to a Broker service. You can use the Broker service that is available on the NetWitness
Platform Admin server if you do not have an exclusive Broker in your deployment. During NetWitness
UEBA installation, the administrator specifies the IP address of the Broker service. For more
information, see the "(Optional) Task 2 - Install NetWitness UEBA" topic in the NetWitness Platform
12.4.1 Physical Host Installation Guide

Note: When UEBA installed on a virtual machine, UEBA can process up to 20 million network events
per day. For more information to resolve these issues, see the 'Troubleshooting UEBA Configurations'
topic in the UEBA Configuration Guide.

Create Baselines

NetWitness UEBA uses machine learning to analyze multiple aspects of a user or network entity
behavior within a stream of log and endpoint or network data and gradually builds a multi-dimensional
baseline of typical behavior for each user or network entity.

Behavioral baselines are also created on a global level to describe common activities observed
throughout the network. For example, if a working hour is abnormal for a user entity, but is not abnormal
for the organization, the false-positive reduction algorithms decrease the impact on the alert score.
Models are updated frequently and are constantly improving as time goes on.

Note: NetWitness UEBA requires 28 days of historical log and endpoint data for users and network
data for network entities to create a proper baseline for all entities in your network. However,
NetWitness recommends that you configure NetWitness UEBA to start baselining your data two
months before the deployment date <today-60days>. The first 28 days are used for model training
and are not scored. The remaining 32 days are leveraged to improve and update the model, and are
also scored to provide initial value.

Note: There is limited support for environments with multiple domains. Distinct username values that
are registered under different domains are normalized, and combined into one modeled entity. As a
result, different users, who share the same username in different domains, will incorrectly be attributed
to a single normalized entity.

Create Baselines for Users

NetWitness UEBA analyzes user actions to build a multi-dimensional baseline that reflects the typical
behavior of the user. For example, the baseline can include information about the hours in which a user
typically logs on.

g Introduction
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Create Baselines for Network

NetWitness UEBA analyzes the network traffic pattern of SSL Subject within a stream of network data
to create a multi-dimensional baseline. For example, the baseline can be the allowed limit of data sent
from an application or specific port that is connected to an application.

Detect Anomalies

The data is parsed hourly, to detect abnormal behavior. After establishing a behavioral baseline for all
entities in your environment, each incoming event is compared to the baseline, to determine
abnormalities. Based on the deviation the event is scored. The score is high if the deviation is strong and
vice-versa. If anomalies are detected, they are turned into indicators that can be viewed on the user
interface (UI).

For example, if a user's normal working hours are 9:00 AM to 5:00 PM, a new activity at 6:00 PM or
7:00 PM is not a strong deviation, and is probably not scored as an anomaly. However, an authentication
at midnight is a strong deviation and is scored as an anomaly.

For example, in an organization, when a session is authenticated into a website for a SSL handshake, and
communicates to five different ports or domains, it is not a strong deviation, and is probably not scored
as an anomaly. But if the website communicates to an abnormal port or domain, it is a strong deviation.
This indicates an abnormal behavior and is scored as an anomaly and triggers an alert.

Generate Indicators

If anomalies are detected, they are turned into indicators. NetWitness UEBA uses indicators to define
validated anomalous activities. Indicators represent anomalies found in either a single event or multiple
events batched over time.

User Indicators

User behavior or abnormal user activities, such as suspicious user logons, brute-force password attacks,
unusual user changes, and abnormal file access are anomalous activities. Every anomalous activity is
associated to an indicator. For more information, see Indicators for Users

Network Indicators

Network behavior or abnormal network traffic that contribute to data exfiltration or phishing, are
examples of anomalous activities. Every anomalous activity is associated to an indicator. For more
information, see Indicators for Network Entities.
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Generate Alerts

All anomalies that are found are grouped into hourly batches by the user or network entity name. Each
batch is scored based on the uniqueness of the composition of its indicators. If a composition is unique
compared to the user or network entity's history, it is likely that this batch is transformed into an alert,
and the anomalies into indicators. A high-scored batch of anomalies becomes an alert that contains valid
indicators of compromise.

An abnormal activity by itself, even if it happens hundreds of times a day in a large corporate
environment, does not necessarily reflect an account compromise. However, an abnormal behavior that
occurs with a lot of other abnormal behaviors can indicate that the account is compromised and is an
indication that additional analysis is required.

For example, if the following combination of one or more abnormal user or network behaviors occur, an
alert is triggered.

Users

¢ Authentication from an abnormal computer.

o Multiple authentication attempts identified in a short time frame.

o Multiple files are deleted by this user from the corporate file share.

e Download or transfer files larger that the allowed limits.

Network

e Abnormal traffic volume sent to port.

Note: The NetWitness UEBA User Interface can initially appear as empty because alerts are not
generated until the baselines are established. If there is no historical audit data when NetWitness
UEBA is enabled, the system starts generating the baselines from the time it is deployed, and requires
28 full days to elapse before generating new alerts. If historical audit data is processed when
NetWitness UEBA is enabled, alerts appear after the historical data is processed, usually within two to
four days.

Prioritize User or Network Entity with Risky Behavior

The entities scores are a primary tool for incident prioritization. The entities score is based on a simple
additive calculation of an entity's alerts. Alerts and analyst feedback are the only factors in the entities
score calculation, with the impact on the scores determined by their levels of severity. A unified color
code is used for entities and alert scores:

T T
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T R

Medium Yellow +10
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Supported Sources

Log Sources

NetWitness UEBA natively supports the following data sources:
* Windows Active Directory

* Windows Logon and Authentication Activity
e Windows File Servers

* Windows Remote Management

* NetWitness Endpoint Process

* NetWitness Endpoint Registry

e SecurID Token

e RedHat Linux

* VPN Logs

e Azure Active Directory Logs

Network Sources

 TLS

Recommended Workflows

To use NetWitness UEBA more effectively, there are two workflows - Detection and Forensic workflow.

Detection Workflow

The detection workflow gives you an overview of the health of your environment, and then focuses on
investigating the top high-risk users, entities, and alerts that are displayed in the Overview tab.

The following flowchart illustrates the steps to follow for detecting suspicious behavior in your
environment.

Investigate
details of users,
entities, and
alerts

Determine the Take action to
result of the resolve the
investigation issues found

View top 10

users, or entities,
or top 10 alerts

The following table describes each step in the workflow.
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O

View top ten
users, or
entities, or top
10 alerts,

Investigate
details of users,
entities, and
alerts

Determine the
result of the
investigation

Take action to
resolve the
issues found

In the Overview tab, note the users and network entity
with the risky behaviors and the top most critical alerts.

Drill-down into detailed information about risky user or
entity behaviors and critical alerts to determine the cause
of these actions and how to resolve them.

Analyze the summary information provided in the Ul
from the previous steps and identify focus areas on to
resolve the issues.

Target specific user or entity behaviors and events to
address, and use results of this investigation to improve
and sharpen future investigations.

Investigate High-Risk
User or Network Entity
and Investigate Top
Alerts

Investigate High-Risk
User or Network Entity
and Investigate Events

Identify High-Risk User
or Network Entity and
Investigate Events

Take Action on High-
Risk User or Network

Entity
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Forensic Workflow

The forensic workflow is recommended when you have an understanding of the typical user or entity
behaviors and anomalies in your environment, and helps you focus on specific forensic information that
is based on a user or entity behavior, or a specific time frame in which suspicious events occurred.

Using forensics information, analysts may determine actions and behaviors that the attacker is likely to
attempt using the following questions:

e What fundamental techniques and behaviors are common across all intrusions?
¢ What evidence do these techniques leave behind?

e What do attackers do?

e What are normal behaviors of my accounts and entities?

o Which are my sensitive machines and where are they located?

The following flowchart illustrates how to perform investigation on forensic information that is based on
a specific user or entity behavior, or a specific time frame in which suspicious events occurred.

Investigate user
v With top score for a
behavior

Gain knowledge of
expected behaviors Determine the Take action to

and anomaliesin result of the resolve the issues
your environment investigation found
Investigate alerts
that occurin a
timeframe

The following table describes each step in the workflow.

Co S

Gain knowledge of Establish a baseline of normal behaviors, expected Retrieve Data |
expected behaviors anomalies, and unexpected anomalies, to focus on anomalies Detect Anomalies,
and anomalies in that are significant for your environment. and Generate
your environment Alerts |
Investigate a user Select a user or network entity with a high score for a Investigate High-
or network entity specific behavior and gather detailed information. Risk User or
with top score for a Network Entity
specific behavior and Investigate
Events,
Investigate alerts Determine a time frame of interest, and in the Alerts tab, Investigate Events
that occur in a select that time frame to see detailed information about

specific time frame alerts that occurred during that period.
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O S

Determine the Based on your knowledge of expected user or network Investigate Events

result of the entity behavior, focus on the indicators that are displayed and Identify High-

investigation during the specified time period and determine if the Risk Entities
anomalies that were discovered need to be resolved.

Take action to Target specific user or network entity behaviors and events ~ Take Action on

resolve the issues  to address, and use the results of this investigation to High-Risk User or

found improve and sharpen future investigations. Network Entity

Introduction 15


5-UserGuide/UEBA_UG/ViewUsr.htm
5-UserGuide/UEBA_UG/ViewUsr.htm
5-UserGuide/UEBA_UG/TakeActOnHigRisKUsr.htm
5-UserGuide/UEBA_UG/TakeActOnHigRisKUsr.htm
5-UserGuide/UEBA_UG/TakeActOnHigRisKUsr.htm

NetWitness UEBA Use Cases

NetWitness UEBA focuses on providing advanced detection capabilities to guard enterprises from
insider threats. These could either be compromised trusted users or network entity within a network, or
alternatively, an external attacker malicious taking advantage of credentials acquired by using advanced
account takeover techniques.

Identity theft typically begins with the theft of credentials, which are then used to obtain unauthorized
access to resources and to gain control over the network. Attackers may also exploit compromised non-
admin users to obtain access to resources for which they have administrative rights, and then escalate
those privileges.

NetWitness UEBA helps you separate possibly malicious activity from the otherwise abnormal, but not
risky, user or network entity actions.

Use Case for Users

An attacker who uses stolen credentials may trigger suspicious network events while accessing
resources. Detecting illicit credential use is possible, but requires that you separate attacker activity from
the high volume of legitimate events. The following use cases define certain risk types, and the
corresponding system capabilities used for their detection. You can review the use cases, represented by
their alert type and description, to gain an initial understanding of the related risky behavior of each use
case. Using NetWitness UEBA, you can then drill down into the indicators that reflect the possibly risky
user activities to learn more. For more information about NetWitness UEBA-supported indicators, see
Indicators for Users. When anomalies are detected, they are compared to the baseline and compiled into
hourly alerts. For more information on types of alerts for Users, see Alert Types for a User .

Use Case for Network Entities

UEBA can detect malicious traffic masked within a legitimate HTTPS session. Based on this alert
analysis, the analyst can drill down to the indicators and determine if the activity was normal or not. For
more information about NetWitness UEBA-supported entity indicators, see Indicators for Network
Entities. For example, the analyst can detect if there was any abnormal number of bytes sent to a port or
a domain. If this type of events or a combination of such events are detected an alert is triggered. For
more information on types of alerts for network entity, see Alert Types for Network Entities.
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Alert Types

Alert Types for a User

Mass Changes to Groups

Multiple Failed Logons

User Login to Abnormal Host

Snooping User

Multiple Logons by User

An abnormal number of changes are made to groups. Investigate
which elements are changed, and decide if the changes were
legitimate or possibly the result of risky or malicious behavior. This
activity is associated with the Multiple Group Membership
Changes indicator.

In traditional password cracking attempts, the attacker tries to obtain
a password through guesswork or by employing other low-tech
methods to gain initial access. The attacker risks getting caught or
being locked out by explicitly attempting to authenticate; but with
some prior knowledge of the victim’s password history, may be able
to successfully authenticate. Look for additional abnormal
indications that the account owner is not the one attempting to
access this account. This activity is usually associated with the
Multiple Failed Authentications indicator.

Attackers often need to reacquire credentials and perform other
sensitive activities, like using remote access. Tracing the access
chain backwards may lead to the discovery of other computers
involved in possibly risky activity. If an attacker’s presence is
limited to a single compromised host or to many compromised hosts,
that activity can be associated with the Abnormal Host indicator.

Snooping is unauthorized access to another person's or company's
data. Snooping can be as simple as the casual observance of an e-
mail on others computer, or watching what someone else is typing.
More sophisticated snooping uses software programs to remotely
monitor activity on a computer or network device. This activity can
be associated with the Multiple File Access Events Multiple
Failed File Access Events, Multiple File Open Events_and
Multiple Folder Open Events indicators.

All authentication activity, malicious or not, appears as normal
logons. Therefore, administrators should monitor unexpected
authorized activity. The key is that attackers use these stolen
credentials for unauthorized access, which may provide an
opportunity for detection. When an account is used for unusual
activities, for example, authenticating an unusual amount of times,
the account may have been compromised. This activity can be
associated with the Multiple Successful Authentications indicator.

Alert Types
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User Logged into Multiple Attackers typically need to reacquire credentials periodically. This is

Hosts because their key chain of stolen credentials naturally degrades over
time, due to password changes and resets. Therefore, attackers
frequently maintain a foothold in the compromised organization by
installing backdoors and maintaining credentials from many
computers in the environment. This activity can be associated with
the Logged onto Multiple Hosts indicator.

Mass Permission Changes Some credential theft techniques, for example, Pass-the-Hash, use an
iterative, two-stage process. First, an attacker obtains elevated read-
write permission to privileged areas of volatile memory and file
systems, which are typically accessible only to system-level
processes on at least one computer. Second, the attacker attempts to
increase access to other computers on the network. Investigate if
abnormal permission changes have taken place on the file systems to
ensure that they were not compromised by an attacker. This activity
can be associated with the Mllltiple File Access Permission
Changes, Multiple Failed File Access Permission Changes, and
Abnormal File Access Permission Change indicators.

Abnormal Active Directory If an attacker gains highly-privileged access to an Active Directory

(AD) Changes domain or domain controller, that access can be leveraged to access,
control, or even destroy the entire forest. If a single domain
controller is compromised and an attacker modifies the AD database,
those modifications replicate to every other domain controller in the
domain, and depending on the partition in which the modifications
are made, the forest as well. Investigate abnormal changes
conducted by admins and non-admins in AD to determine if they
represent a possible true compromise to the domain. This activity
can be associated with the Abnormal Active Directory Change,
Multiple Account Management Changes, Multiple User Account
Management Changes, and Multiple Failed Account
Management Changes indicators.

Sensitive User Status Changes A domain or enterprise administrator account has the default ability
to exercise control over all resources in a domain, regardless of
whether it operates with malicious or benign intent. This control
includes the ability to create and change accounts; read, write, or
delete data; install or alter applications; and erase operating systems.
Some of these activities trigger organically as part of the account’s
natural life cycle. Investigate these security sensitive user account
changes, and determine if it is compromised. This activity can be
associated with the User Account Enabled, User Account
Disabled, User Account Unlocked, User Account Type Changed,
User Account Locked, User Password Never Expires Option
Changed, User Password Changed by Non-Owner, and User
Password Change indicators.
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Abnormal File Access

Non-Standard Hours

Credential Dumping

Discovery & Reconnaissance

Monitor for abnormal file access to prevent improper access to
confidential files and theft of sensitive data. By selectively
monitoring file views, modifications and deletions, you can detect
possibly unauthorized changes to sensitive files, whether caused by
an attack or a change management error. This activity can be
associated with the Abnormal File Access Event and Multiple File

Delete Events indicators.

All authentication activity, malicious or not, appears as normal
logons. Therefore, administrators should monitor unexpected
authorized activity. The key is that attackers use these stolen
credentials for unauthorized access, which may provide an
opportunity for detection. When an account is being used for
unusual activities, for example, authenticating an unusual number of
times, the account may have been compromised. Use the indication
of an abnormal activity time to determine if the account is taken
over by an external actor. This activity can be associated with the
Abnormal File Access Time, Abnormal VPN Logon Time
Abnormal Azure AD Logon Time, Abnormal Active Directory
Change Time, and Abnormal Logon Time indicators.

Credential dumping is the process of obtaining account login and
password information, in the form of a hash or a clear text password,
from the operating system and software. Credentials can then be
used to perform lateral movement and access restricted information.
This activity can be associated with the Abnormal Process Created
a Remote Thread in LSASS indicator.

Discovery consists of techniques that allow the adversary to gain
knowledge about the system and internal network. When attackers
gain access to a new system, they must orient themselves to what
they now have control of and what benefits operating from that
system give to their current objective or overall goals during the
intrusion. The operating system provides many native tools that aid
in this post-compromise information-gathering phase. This activity
can be associated with the Abnormal Reconnaissance Tool
Execute , Multiple Distinct Reconnaissance Tools Executed,
Multiple Reconnaissance Tool Activities Executed and User
Executed a Reconnaissance Tool Multiple Times indicators.

Alert Types
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PowerShell & Scripting PowerShell is a powerful interactive command-line interface and
scripting environment included in the Windows operating system.
Attackers can use PowerShell to perform a number of actions,
including discovery of information and execution of code. Examples
include the Start-Process cmdlet which can be used to run an
executable and the Invoke-Command cmdlet which runs a command
locally or on a remote computer. This activity can be associated with
the User Ran an Abnormal Process to Execute a Scripting Tool,
Abnormal Process Executed a Scripting Tool, Scripting Tool
Triggered an Abnormal Application, User Ran a Scripting Tool
that Triggered an Abnormal Application, User Ran a Scripting
Tool to Open an Abnormal Process and Scripting Tool Opened
an Abnormal Process indicators.

Registry Run Keys & Start Adding an entry to the "run keys" in the Registry or startup folder

Folder will cause the program referenced to be executed when a user logs
in. The program will be executed under the context of the user and
will have the account's associated permissions level. Attackers can
use these configuration locations to execute malware, such as remote
access tools, to maintain persistence through system reboots.
Attackers may also use Masquerading to make the Registry entries
look as if they are associated with legitimate programs.
Adding an entry to the "run keys" in the Registry or startup folder
will cause the program referenced to be executed when a user logs
in. These programs will be executed under the context of the user
and will have the account's associated permissions level. This
activity can be associated with the Abnormal Process Modified a
Registry Key Group indicator.

Multiple Failed Authentications As organizations increase their reliance on external authentication

- External Access infrastructures, attackers may attempt to leverage these
infrastructures to their advantage. Brute force techniques as well as
more traditional password cracking methods like guesswork can be
utilized to gain initial access. These activities can be associated with
the Multiple Failed Azure AD Authentications and Multiple
Failed VPN Authentications indicators.

Abnormal Country As organizations increase their reliance on external authentication
infrastructures, attackers may attempt to leverage these
infrastructures to their advantage. When devices or accounts are
compromised as well as when credentials are wrongly shared,
attackers may utilize them to gain initial access from an abnormal
location. These activities can be associated with the Abnormal
Azure AD Logon Country and Abnormal VPN Logon Country
indicators.
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Snooping User - Cloud Service
Account

Abnormal Remote Application

Process Injection

Snooping is unauthorized access to company data or data belonging
to another person. Snooping can be as simple as the casual
observance of an email on another person's computer. More
sophisticated snooping uses software programs to remotely monitor
activity on a computer or a cloud service account. This activity can
be associated with the Azure AD - Logon Attempts to Multiple
Applications indicator.

Attackers may leverage compromised account details or devices to
access remote applications that genuine end users do not frequently
access to collect and even exfiltrate sensitive information. This
activity can be associated with the Azure AD - Abnormal
Application indicator.

Process injection is a method of executing arbitrary code in the
address space of a separate live process. Running code in the context
of another process may allow access to the process's memory,
system/network resources, and possibly elevated privileges.
Execution via process injection may also evade detection from
security products since the execution is masked under a legitimate
process. This activity can be associated with the Abnormal Process
Created a Remote Thread in a Windows Process indicator.

Alert Types for Network Entities

Data Exfiltration

Command & Control (C&C)

Data exfiltration is the unauthorized copying, transfer, or retrieval of
data from a computer or server. Data Exfiltration is a malicious
activity performed through various techniques, typically by cyber
criminals over the Internet or other network. This activity can be
associated with Abnormal Traffic Volume Sent to

Domain indicator.

Command and control infrastructure can be leveraged by attackers
as a communication channel between a compromised asset within
the impacted network and an attacker-controlled server. Attackers
may attempt to mask this malicious communication within regular
network traffic; consequently, this activity can be associated with

High Number of IPs Contact a New SSL Subject indicator.

Alert Types
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NetWitness UEBA Indicators

Indicators for Users

The following tables list indicators that display when a potentially malicious activity is detected for

users.

Windows File Servers

Alert
Type

Description

Abnormal File Access Time

Abnormal File Access Permission
Change

Abnormal File Access Event

Multiple File Access Permission
Changes

Multiple File Access Events

Multiple Failed File Access Events

Multiple File Open Events

Multiple Folder Open Events

Multiple File Delete Events

Multiple Failed File Access
Permission Changes

Non-
Standard
Hours

Mass
Permission
Changes

Abnormal
File Access

Mass
Permission
Changes

Snooping
User

Snooping
User

Snooping
User

Snooping
User

Abnormal
File Access

Mass
Permission
Changes

A user has accessed a file at an abnormal
time.

A user changed multiple share permissions.

A user has accessed a file abnormally.

A user changed multiple file share
permissions.

A user accessed multiple file events.

A user failed multiple times to access a file.

A user opened multiple files.

A user opened multiple folders.

A user deleted multiple files.

A user failed multiple attempts to change
file access permissions
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Active Directory

Abnormal Active Directory Non-Standard Hours A user made Active Directory changes at an
Change Time abnormal time.

Abnormal Active Directory Abnormal AD Changes A user made Active Directory attribute

Object Change changes abnormally.

Multiple Group Membership ~ Mass Changes to A user made multiple changes to groups

Changes Groups successfully.

Multiple Active Directory Abnormal AD Changes A user made multiple Active Directory

Object Changes changes successfully.

Multiple User Account Abnormal AD Changes A user made multiple sensitive Active

Changes Directory changes successfully.

Multiple Failed Account Abnormal AD Changes A user failed to make multiple Active

Changes Directory changes.

User Account Enabled Sensitive User Status An account of a user was enabled.
Changes

User Account Disabled Sensitive User Status An account of a user was disabled.
Changes

User Account Unlocked Sensitive User Status An account of a user was unlocked.
Changes

User Account Type Changed  Sensitive User Status The type of user was changed.
Changes

User Account Locked Sensitive User Status An account of a user was locked.
Changes

User Password Reset Sensitive User Status The password of a user was reset.
Changes

User Password Never Expires Sensitive User Status The password policy of a user was changed.
Option Changed Changes

Logon Activity

Abnormal Remote Computer Abnormal A user accessed a remote computer abnormally.
Computer Access

Abnormal Logon Time Non-Standard A user logged on at an abnormal time.
Hours
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Abnormal Computer

Multiple Successful
Authentications

Multiple Failed
Authentications

Logon Attempts to Multiple
Source Computers

Abnormal VPN Logon Time

Abnormal Azure AD Logon
Time

Multiple Failed Azure AD
Authentications

Multiple Failed VPN
Authentications

Abnormal Azure AD Logon
Country

Abnormal VPN Logon
Country*

Azure AD - Abnormal
Application

User Login to
Abnormal Host

Multiple Logons
by User

Multiple Failed
Logons

User Logged into
Multiple Hosts

Non-Standard
Hours

Non-Standard
Hours

Multiple Failed
Authentications

Multiple Failed
Authentications

Abnormal Logon
Country

Abnormal Logon
Country

Abnormal Remote
Application

Azure AD - Logon Attempts to Snooping User

Multiple Applications

A user attempted to access a computer
abnormally.

A user logged on multiple times.

A user failed multiple authentication attempts.

A user attempted to log on from multiple
computers.

A user logged on to VPN at an abnormal time.

A user logged on to Azure AD at an abnormal
time.

A user failed multiple times to authenticate into
Azure AD.

A user failed multiple times to authenticate for
VPN access.

A user attempted to access Azure AD from an
abnormal country.

A user attempted to establish VPN access from
an abnormal country.

A user attempted to log on to abnormal number
of applications through Azure AD.

A user attempted to log on to multiple
applications through Azure AD.

Note: *For Abnormal VPN Logon Country, it is recommended to dynamically update the GeolP
repository to obtain optimal results.

Process

Abnormal Process Created a Remote Credential An abnormal process was created into
Thread in LSASS Dumping the LSASS process.

Abnormal Reconnaissance Tool Discovery and An abnormal process was executed.
Executed Reconnaissance

Abnormal Process Executed a Scripting PowerShell and An abnormal process executed a

Tool Scripting scripting tool.
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Scripting Tool Triggered an Abnormal

Application

Abnormal Process Created a Remote

Thread in a Windows

Multiple Distinct Reconnaissance Tools

Executed

Multiple Reconnaissance Tool
Activities Executed

User Ran an Abnormal Process to

Execute a Scripting Tool

User Ran a Scripting Tool that

Triggered an Abnormal Application
User Ran a Scripting Tool to Open an

Abnormal Process

Registry

PowerShell and

Scripting

PowerShell and

Scripting

Discovery and

Reconnaissance

Discovery and
Reconnaissance

PowerShell /

Scripting

PowerShell /

Scripting
PowerShell /

Scripting

An abnormal process was opened by a
scripting tool.

An abnormal process was injected into a
known windows process.

Multiple reconnaissance tools were
executed in an hour.

Multiple reconnaissance tool activities
were executed in an hour.

An abnormal process executed a
scripting tool.

A scripting tool was executed that
triggered an abnormal application.

A scripting tool was executed to open an
abnormal process.

Abnormal Process Modified a Registry ~ Registry Run
Keys

Key Group

Indicators for Network Entities

An abnormal process modified a service
key registry.

The following tables list indicators that display when a potentially malicious activity is detected for SSL

Subject entities.

Entity
Type

Alert Type

Description

Abnormal Traffic Volume
Sent from IP to SSL Subject

Abnormal Traffic Volume
Sent from IP to Domain

Abnormal Traffic Volume
Sent from IP to Port

SSL Subject

SSL Subject

SSL Subject

Data
exfiltration

Data
exfiltration

Data
exfiltration

An IP address in the organization sent
an unexpectedly high amount of data to
an SSL Subject.

An [P address in the organization sent
an unexpectedly high amount of data to
a domain and SSL Subject.

An IP address in the organization sent
an unexpectedly high amount of data to
a port and SSL Subject.

NetWitness UEBA Indicators
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Entity
Type

Alert Type

Description

Abnormal Traffic Volume
Sent to SSL Subject

Abnormal Traffic Volume
Sent to Domain

Abnormal Traffic Volume
Sent to Port

High Number of IPs Contact
a New SSL Subject

High Number of IPs Contact
a New Domain

High Number of IPs Contact
a New Organization

High Number of IPs Contact
a New Port

Abnormal Traffic Volume
Sent from an IP to a New
SSL Subject

Abnormal Traffic Volume
Sent from an IP to a New
Domain

Abnormal Traffic Volume
Sent from an IP to a New
Port

Abnormal Traffic Volume
Sent to a New SSL Subject

Abnormal Traffic Volume
Sent to a New Domain

Abnormal Traffic Volume
Sent to a New Organization

SSL Subject

SSL Subject

SSL Subject

SSL Subject

SSL Subject

SSL Subject

SSL Subject

SSL Subject

SSL Subject

SSL Subject

SSL Subject

SSL Subject

SSL Subject

Data
exfiltration

Data
exfiltration

Data
exfiltration

C&C

C&C

C&C

C&C

Data
Exfiltration

Data
Exfiltration

Data
Exfiltration

Data
Exfiltration

Data
Exfiltration

Data
Exfiltration

An unexpectedly high amount of data
was sent to an SSL Subject.

An unexpectedly high amount of data
was sent to a domain and SSL Subject.

An unexpectedly high amount of data
was sent to a port and SSL Subject.

High number of IPs contacted SSL
Subject.

High number of IPs contacted a new
domain.

High number of IPs contacted a new
organization.

High number of IPs contacted a new
port.

Abnormal number of bytes sent from an
IPs to an SSL Subject.

Abnormal number of bytes were sent an
IP to a domain.

Abnormal number of bytes were sent
from an IP to a port.

Abnormal number of bytes were sent to
a SSL Subject.

Abnormal number of bytes were sent to
a new domain.

Abnormal number of bytes were sent to
an organization for an SSL Subject.
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Access NetWitness UEBA

Note: To access the NetWitness UEBA service and Users tab, you must be assigned to either the
UEBA_Analyst role or Administrators role. For information about how to assign these roles, see the
"How Role-Based Access Control Works" topic in the System Security and User Maintenance Guide

To access NetWitness UEBA, log in to NetWitness Platform and do one of the following:

1. Go to Users > Overview to view the NetWitness UEBA feature displayed.

NETWITNESS

LERTS  All Entities Last 3 Months

2. Click » in the Top Risky Users panel displayed on the Springboard to view the Users tab.

Dashboard  Rep
Top Risky Hosts (3)

You can choose a dark or a light theme for the view. For more information, see the "Choose the
Appearance of NetWitness" topic in the NetWitness Getting Started Guide.

View Data from Multiple UEBA Servers

Administrators can configure multiple UEBA servers in their environment. Using this enhancement,
analysts can select data based on the multi-UEBA configuration option available and view only the
related users, network entities, and alerts for the particular UEBA servers in the Ul for further analysis
and investigation.
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To view the UEBA servers on Ul
1. Log in to the NetWitness Platform.

2. Click Users > Overview.

3. Select the UEBA Server from the drop-down list before the Search Entity option.
Based on the UEBA Server selection, the data is loaded.

For example, The first UEBA server (UEBA-1- UEBA Server) is configured with Logs and Endpoint
data. The second UEBA server (UEBA-2- UEBA Server) is configured with Network data, and based
on your selection in the drop-down menu, data is retrieved and shown on the UL

Note: You can configure multiple UEBA servers in your environment. NetWitness has installed
and verified up to three UEBA servers.

UEBA Server-1 with Logs and Endpoint Data

NETWITNESS

Last 3 Months.

)ata Last 24 Hours
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UEBA Server-2 with Network Data

NETWITNESS ] I« b y o]
EEET—

All Entities Last 3 Months.

NETWORK-SSL

a Last 24 Hours

UEBA Licensing

You must also ensure that you have NetWitness UEBA licensing configured. For information about
NetWitness UEBA licensing, see the "User and Entity Behavior Analytics License" topic in the

Licensing Management Guide.
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Investigate High-Risk Entities

An entity score is built based on the alert score and the alert severity. Using the entity score, you can
identify entities that require immediate attention, perform deeper investigation, and take required action.
You can identify high-risk entities from either the Overview tab or the Entities tab.

The following figure is an example of top 10 High-Risk entities in the Overview tab.

Files  Dashboard  Reports . ®

NETWITNESS nvestigate Responc Users

TOP ALERTS  All Entities Last 3 Months

TOP RISKY USERS . .
CRUICEL 40400:00pm | SSL | bytes newss CRITICAL gy pm | SSL. | high numbe...

© @

O Sort by Trending
15) 70,

+0
SCORE

CR CA CRITICA| an
RITICAL 00pm | SSL | byt RITICAL 1:00:00pm | SSL | bytesn

CRITICA
/2024 12:00:00 pm | SSL | byt s, CRITICAL  52/21/2024 10:00:00am | SsL. | byt

CRITICA CRITICA!
CRITICAL e [ G5 [ i RITICAL

@ Medium

NETWITNESS

e e Uesazsoter vesaser. | [
Y Filters g 1) 0 Critical 1 High 1 Medium 49 Low ®©Add All ToWatchList | | [

RISK SCOREL NAME WATCHED  ADMINISTRAT...  ALERTS TRENDING LAST 24 HOURS  TRENDING LAST 7 DAYS
SAVED FILTER

Select

ENTITY TYPE

isky (51)
O Watchlist (0)

SEVERITY

ALERTS

Select

INDICATORS

Select

)
X
)

Reset Save as... .

The following is a high-level process to investigate high-risk entities in your environment.
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1. Identify high-risk entities. You can identify high-risk users using the following ways:

¢ The Overview tab shows the top ten risky entities in your environment. From the listed entities
identify the entities with a critical severity or entity score more than 100.

¢ The Entities tab shows all the risky entities in your environment, you can sort by Risk Score
(default), Trending Data Last Day or Last Week (marked with +), Name, Alerts. Identify how
many entities are marked Critical, High and Medium or based on the forensic investigation,
identify malicious entity behavior and build use-case driven target entity lists using behavioral
filters. Additionally, you can also use different types of filters (Risky or Watchlist) to identify
targeted group of high-risk entities.

Note: The investigation should mostly focus on Critical, High and Medium severities. Low scoring
users are not typically worth much investigation.

Hover over the number of alerts associated with the risky entities to quickly see what the alerts are
and determine if there is a good mix.

For more information, see the Identify High-Risk Entities topic.

2. In the User Profile view, investigate the alerts and indicators of the user.

a. Review the list of alerts associated with the user and the alert score for each alert, sorted by
severity.

b. Expand the alert names to identify a threat narrative. The strongest contributing indicator
determines the alert’s name that suggests why this hour is flagged.

c. Use the alert flow timeline to understand the abnormal activities.

d. Review each indicator associated with the alert to see the details about the indicator, including the
timeline in which the anomaly occurred. Also, you can further investigate the incident using
external resources such as SIEM, network forensics, directly reaching out to the user or a
managing director and so on.

For more information, see the Begin an Investigation of High-Risk Entity topic.

3. On completion of the investigation, you can record your observation as follows:
a. Specify if an alert is not a risk.
b. Save the behavioral profile for the use case found in your environment.

c. If you want to keep a track of user activity, you can add users to the watchlist, and watch user
profile.

For more information, see the Take Action on High-Risk Users topic.

Search for an Entity

This topic describes how to search for entities on the Users > Entities page by entering a search pattern
and display the search results in order of relevance.
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To search for an Entity

1. Log in to NetWitness Platform and click Users.
The Overview tab is displayed.

2. Click the Entities tab.

3. On the Search bar, enter the entity name to be searched.

Supported search for an Entity

NetWitness UEBA allows you to use several different characters while searching for the entity:

o It supports the following characters such as Numbers (0-9), Underscores (_), and periods (. ).

o Searching for entities supports both uppercase (A-Z) and lowercase (a-z) letters, for example,
“charlie” and “Charlie” and “CHARLIE".

» If you search for "Jasmine" as the entity name for “Jasmine King”, a list of all the names that include
the word "Jasmine" will be displayed.

NETWITNESS

E ENTITIES UEBA-250-162 - UEBA Ser.

jasmine|

7 S USERS (373) 0 Critical 14 Mediun 359 Low
Y Filters ER fitited um Jasmine Taylor
Jasmine Thompson
RISKSCORE 4 NAME WATCHED  ADMINISTRATOR  ALERTS TRENDING LA
AVED FILTER Jasmine Williams
Select -
+0 Jasmine King

ENTITY TYPE

(170)

N

7~ N\
()

e When you look up the name "Jasmine King" in the search, the results will show all the names that
contain both "Jasmine" and "King," which will include "Jasmine King" as well.

NETWITNESS

ENTITIES UEBA-250-162 - UEBA Ser...

jasmine king|

< Filters USERS (373) 0 Critical 14 Medium 359 Low

Samuel King
RISKSCORE &  NAME WATCHED  ADMINISTRATOR  ALERTS R
SAVED FILTER

Ruby King
pelec, <1B5 } Olivia King

ENTITY TYPE e Harriso King

Harrison King

Jasmine Taylor

o When you use substrings to search for an entity name, such as "yan," the list will show names that
include those substrings, like "Charlie Ryan or Ryan Williams".

NETWITNESS v 2esPO! 3 boal Y & B]

Y Filters ) 0 Critical 1 High I 10 Medium 351 Low Charlie Ryan

Ryan Williams
RISK SCORE, NAME WATCHED ADMINISTRAT...  ALERTS

1 ) Ryan Martin

SAVED FILTER

Select Michael Ryan

ENTITY TYPE Joshua Ryan

USERS tval Lucas Ryan

Ryan Wilson
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Unsupported search for an Entity
» Following special characters are not supported:

o Semicolon {;}

o Colon {:}

o Close parenthesis {)}

o Close bracket {]}

o atsign {@}

o forward slash {/}

o Back slash {/}

For example, if you looking for an entity email address, you can enter the "first name" and "last
name" to fetch the email address.

NETWITNESS

UEBA-250-162 - UEBA Ser.

Identify High-Risk Entities

You can identify high-risk user in your environment in the following ways:
e View top five high-risk entities

e View all the high-risk entities

e View users of a specific group

* View users and other entities based on forensic investigation

View Top Ten Risky Entities

In the Overview tab, you can view the list of top five high-risk entities in your environment along with
the risky score.

To view the top risky entities:

Log in to the NetWitness and go to Users > Entities.
The Overview tab is displayed with the high-risk users displayed in the Users tab and high-risk SSL are
displayed under the Network-SSL tab.
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NETWITNESS 5 osts yashboarc < & 3 it

TOPALERTS  All Entities Last 3 Months

CRITICA RITICA
SMEAL Gy 404:00:00pm | SSL | bytes newss CRITICAL 2/ 4.04:00:00pm | SSL | high_numbe.

O Sort by Trending Data Last 24 Hours

_— CRITICA i CRITICA| o .
oD CRITICAL oy :00:00 pm | SSL | RITICAL 0212172024 01:00:00pm | SSL | byt
ORE

ALERTS - | 7 1

—
CRITICAL 5/ :00:00pm | SSL | bytes news: CRITICAL  5/21/2024 10:00:00am | SSL | bytes newss

CRITICAL  02/21/202409:00:00am | ssL. | - CRIICES

Critical gh @ Medium

View All High-Risk Entities

In the Network tab, you can view the list of all the high risk users in your environment along with the
user score and total number of alerts associated with the users.
To view all high-risk users
1. Log into NetWitness Platform and go to Users.

The Overview tab is displayed.
2. Click Entities tab.

The list of all high-risk entities are displayed.

NETWITNESS O] =l 0 «

EN UEBA-250-162 - UEBA Ser...
Y Filters SSL (47) 0 Critical 1 High I 1 Medium 45 Low ‘ @Add All To WatchList E

RISK SCOREL  NAME WATCHED  ADMINISTRATOR ALERTS TRENDING LAST 24 HOURS  TRENDING LAST 7 DAYS
SAVED FILTER

Select
pL +0 +0

[ Comma.. | DataEx...

NDICATORS

Select

Saveas...

View Entities of Specific Group

In the Network tab, you can use different types of filters to identify targeted group of high-risk entity.
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To view users of specific group:

1. Log in to NetWitness Platform and go to Users.
The Overview tab is displayed.

2. Click the Entities tab.

3. In the Filters panel, do any of the following:

o Risky Entities: To view all the risky entities in your environment, select Risky. By default, risky
entities along with their risky score are displayed.

NETWITNESS f Respond Users

ENTITIES UEBA-250-162 - UEBA Ser...

Y Filters SSL(51) 0 Critical 1 Medium 49 Low

©Add All To WatchList ‘ (4]

RISK SCOREL, NAME WATCHED  ADMINISTRAT...  ALERTS TRENDING LAST 24 HOURS  TRENDING LAST 7 DAYS
SAVED FILTER

Select

ENTITY TYPE

O Watchlist (0)

SEVERITY

ALERTS

Select

INDICATORS

Select

Saveas...

o Watchlist: To view the list of entities that you added to the watchlist to monitor for specific
changes, select Watchlist.

NETWITNESS

ENTITIES UEBA-250-162 - UEBA Ser... ‘

¥ Filters USERS (142) 0 Critical 0 High 14 Medium 128 Low ©Add All To WatchList ‘ ‘ 1]

RISK SCOREL,  NAME WATCHED  ADMINISTRAT... ~ ALERTS TRENDING LAST 24 HOURS  TRENDING LAST 7 DAYS|
SAVED FILTER

Select

ENTITY TYPE

USERS

ALERTS

Select

INDICATORS

Select

Saveas...

Note: You can view users of one or more group by selecting one or more filters. For example, if you

want to view the list of admin users who are risky users, select the Admin Users and Risky Users
filters.
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View Entity Based on Forensic Investigation

In the ENTITIES tab, you can use Alert Types and Indicators which are behavioral filters to view high-
risk users based on forensic investigation. For more information on forensic investigation, see Forensic
Workflow in the Introduction topic.

To view users based on specific forensic investigation:

1. Log into NetWitness Platform and go to Users.
The Overview tab is displayed.
2. Click ENTITIES tab.

3. To create a behavioral filter using alert types, select one or more alerts in the ALERTS drop-down
list.

4. To create a behavioral filter using indicators, select one or more indicators in the INDICATORS
drop-down list.

5. To filter the result for SSL Subject entity, select SSL Subject from the ENTITY TYPE drop-down
list.

Note: You can select combination of one or more alert types and indicators to create a behavioral filter
based on your requirement. For example, to monitor abnormal access to confidential files and theft of
sensitive data, you can create a behavioral filter with Alert Types = Data Exfiltration and Indicators =
Abnormal Traffic Volume Sent to Domain.

To save these behavioral filters as favorites for future investigation, click Save as....
To delete the filters click Reset Filters.

NETWITNESS vestigate Respond Users Host: Files ) eports S = % ®@ admin

OVERVIEW NTITIT LERTS UEBA-250-162 - UEBA Ser... l:l

Y Filters USERS (142) 0 Critical 0 High 14 Medium 128 Low @Add All To WatchList | | [

WATCHED  ADMINISTRAT..  ALERTS TRENDING LAST 24 HOURS  TRENDING LAST 7 DAYS|
SAVED FILTER

Select

ENTITY TYPE

USERS

Risky (142)
O Watchlist (0)

SEVERITY

ALERTS

Select

TORS

Select

RISK SCORE NAME

Begin an Investigation of High-Risk Entity

After identifying the high-risk entities, you can begin the investigation of high-risk entities.
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To investigate high-risk entities:
1. Log in to the NetWitness Platform and click Users.

In the Overview tab, select an entity from the NETWORK-SSL tab to investigate. For example, if
you click Network-SSL, all the SSL Subject high-risk entities will be displayed. Also, can sort the
results by selecting the Sort by Trending Data checkbox. If you select this option, the data will be
sorted by the Entity score (marked with +) that changed in the past 24 hours or in the past one week.
By default, the result is sorted by the Entity risk score.

2. To further investigate the alert of the entity, click an alert in the High Risk SSL Subject panel. The
following information is displayed:

e The alert name
e The timeframe of the alert (Hourly or Daily)
e The severity level icon

¢ The contribution to the entity score value (for example, 20)

o The data sources for the alert (for example, Network)
The middle panel is the Alert Flow panel. This panel provides a timeline of events that are related

to the formation of the alert. The timeline of events can help to determine if the alert is an actual
risk.

NETWITNESS

)
@ Watch Profile

Critical 88 NotaRisk

CRITICAL

26% ) High Number of IPs Contact aNew Port (6.0)

26% ) High Number

26% ) High Number

3. To investigate the indicators associated with an alert for an entity, in the High Risk panel, select an
alert and then select an indicator. The following information is displayed:

¢ The indicator name and a description of the indicator type

Contribution to Alert

The anomaly values

The data source of the events found in the indicator
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The central panel display changes depending on which indicator is selected.

NETWITNESS

Abnormal Destination Port
07Feb 10Feb

For more information on how to read the indicator charts, see Reading an Indicator Chart topic.

Take Action on High-Risk Users

After investigation, you can take action on the risky users to reduce or prevent further damage caused by
malicious attackers in your organization. You can take any of the following actions:

¢ Specify if the alert is not risky
¢ Save the behavioral profile for the use case found in your environment

¢ Add users to the watchlist, and the watch user profile, if you want to keep a track of the user
activity

Specify that an alert is not risky

If and alert is not a risk, you can mark it so that the user score for the user is automatically reduced.
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To specify if the alert is not risky:
1. Log in to NetWitness and click Users.

2. Take action on the users from any of the following tabs:

a. In the OVERVIEW tab, in the Top Risky Users panel, select a user and click either on the
username or on the user score.

b. In the ENTITIES tab, select a user and click on the username.
The User Profile view is displayed.

3. If the alert is not a risk, you can specify by clicking Not a Risk.

NETWITNESS

< (144] r“”” Mort . . R ) © Watch Profile
) users

ALERTS

ange (DIRECTORY .

When an alert is marked as Not a Risk, the user score is reduced automatically.

Save Behavioral Profile

The combination of the alert types and indicators you select during the forensics investigation is a
behavioral profile. You can save the behavioral profile, so you can monitor this use case in future.

For example, if your organization is attacked and the attackers penetrated by brute forcing user accounts,
you can select filters using the brute force alert type. This can be saved as favorite. You can proactively
monitor for future brute force attempts. To do so, you can click the favorite to see if new users were
subjected to this type of attack.

Investigate High-Risk Entities 39



NetWitness UEBA User Guide

To save a behavioral profile:

1. Log into NetWitness and click Users.
The Overview tab is displayed.
2. Click the Users tab.

3. In the Filters panel, select the alert in the Alert Type drop-down and Indicators in the Indicators
drop-down.

4. Click Save as Favorites.

NETWITNESS

west ! 1boarc o S B ¥ O min
ENTITIES UEBA-250-162 - UEBA Ser.

@Add All ToWatchList | | [)
LAs

T24 HOURS  TRENDING LAST 7 DAYS

Select

Medium

Save as...

5. In the Save Filter dialog, enter the name of the filter and click OK.

Save As Favorites

Filter MName :

Cancel

The behavioral profile is saved and displayed in the Favorites panel. You can click on the profile in
the Favorites to monitor the users.

Add All Users to the Watchlist

If you want to keep track of users with recent activity but do not want to follow up with an immediate
investigation, you can add the users to the watchlist and revisit over time to see if the risk score is
elevated.
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To add all users to the watchlist:

1. Log in to the NetWitness and click Users.
The Overview tab is displayed.

2. Select the Entities tab.

Select the users of specific categories using filters.
4. Click Add All to Watchlist.

NETWITNESS westiga . Dashboard  Rep 6 =

ENTITI UEBA-250-162 - UEBA Ser... ‘
USERS (5) 0 High 5 Low ‘ ©Add All To WatchList 14)]

RISK SCORE\, NAME WATCHED  ADMINISTRATOR ALERTS TRENDING LAST 24 HOURS  TRENDING LAST 7 DAYS

Select
+0 +0

Save as...

The list of users are added to the watchlist.

Watch Profile

The watch user profile is a list of users that you want to monitor for potential threats. The watch user
profile marks a user so that the users can be quickly referenced on the dashboard. This is essentially a
bookmark to monitor suspicious users.
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To watch user profile:
1. Log in to NetWitness and click Users. Do any of the following:

a. In the Overview tab, under Top Risky Users panel, select a user and click on either the
username or the user score.

b. In the Users tab, select a user and click the username.
The User Profile view is displayed.
2. Click Watch Profile in the upper right corner of the User Profile.

@ Watch Profile

ALERTS igh B8 NotaRisk

Abnormal Remote Host ucky)

The user is added to the watchlist.

Export a list of High-Risk Users

You can export a list of all users and their scores in a .csv file format. You can use this information to
compare with other data analysis tools like tableau, powerbi, and zeppelin.

To export a list of high-risk users
1. Click Users.

The Overview tab is displayed.

2. Select the Users tab.
Click Export.
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NETWITNESS

veenzsorer veonser. | [ |

9 Filters SERS (6) igh 6 Low ‘ @Add All ToWatchList | || [)

WATCHED  ADMINISTRAT..  ALERTS TRENDING LAST 24 HOURS ~ TRENDING LAST 7 DAYS.

Select

L8
Multipl...

Select

The list of all users and the associated user score is downloaded in the .csv file format.

View Contextual Information for Users

Analysts can view contextual information about users on the NetWitness Platform Users page. This will
enable analysts to make better decisions and take appropriate action during their analysis. A single page
containing Users and contextual information helps analysts to prioritize and identify areas of interest.
The Context Lookup panel displays contextual information for the selected users. The data available
depends on the configured sources in the Context Hub.

Note: Contextual Information is not applicable to network entities.

Note: The contexthub-server.contextlookup.read permission is enabled only for Administrators,
Analysts, Malware Analysts, SOC Managers and Respond Administrators. Administrators can enable
this permission for other roles in the Users view to view context lookup for users and perform the
Add/Remove from List actions. For more information, see the "Role Permissions" topic in the System
Security and User Management Guide.

To view contextual information for users

1. Log in to the NetWitness Platform.

2. Go to Users > Overview.

3. Do one of the following:
o In the Overview tab, under the Top Risky Users panel, click on a username.
¢ In the Entities tab, click on a username.

The User Profile view is displayed.
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NETWITNESS

< ~ N oto s TRENDING DATA (HOURS)  TRENDING DATA (DAYS) .
= Watch Pi
44) ) +1 Last 24 Hours +1 Last7 Days AWach Profie

ALERTS A Medium BB NotaRisk
SORT BY

Severity

I MEDIUM

| meDIUM
' MEDIUM

I MEDIUM

4. Click n after the username to open the user context panel.
A Context Highlights dialog appears with a quick summary of the type of context data that is
available for the selected user.

NETWITNESS gatc 2SPON sts Files Dashboard

a,
CONTEXT HIGHLIGHTS %O e e

1l 7|Days

INCIDENTS

<> Watch Profile

ALERTS AODELED BEHAV B8 NotaRisk

SORT BY
Snooping is unauthorized access to a

Severity Q Piv | observance of an e-ma
sophisticated snooping uses sof
. ey | device. This activity can be as:
. = Add/Remove from List Events, Multiple File Open Events, ang
Snooping User| Hourly -

+10 01/14/2023 04:00:00 pm

49% ) Multiple File Delete Events (30.0)
Alert Flow

o,

36% ) Multiple File Access Events (30.0)

13% | Abnormal File Access Time (01/14/2023 04...

l MEDIUM

Snooping User| Hourly I MEDIUM
/ 0:00 pm

The information in the Context Highlights section helps you to determine the actions that you would
like to take. It can show related data for Incidents, Alerts, Lists, and Threat Intelligence (TI).
Depending on your data, you may be able to click these items for more information. The above
example shows that the user Akiko Sakamoto has 1 related Respond Incident, 28 Alerts, 2 Lists, and
0 incident for TI. For more information, see the Context Hub Configuration Guide.
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The other available actions the analysts can perform are Context Lookup, Add/Remove from List,
and Pivot to Investigate.

o Context Lookup: The Context Lookup panel opens from the right side of the browser window,
and the Context Lookup panel for Active Directory displays all the related information, incidents,
and alerts for a user. For more information on configuring the Active Directory as the data source,
see "Configure Active Directory as a Data Source" topic in the Context Hub Configuration Guide.

o Pivot to Investigate: For a more thorough investigation of user activities and related events, click
Pivot to Investigate, and the Events view opens, which enables you to perform a deeper dive
investigation.

¢ Add/Remove from List: You can create custom lists and add users, which could be used to track
users who have been identified as threats or to highlight accounts of particular interest. You can
also remove users from the list. This ensures analyst focuses on real threats and reduce false
positives that do not need further investigation.
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Anomalies that are found as incoming events are compared to the baseline and compiled into hourly
alerts. Relatively strong deviations from the baseline, together with a unique composition of anomalies,
are more likely to get a higher alert score.

You can quickly view the most critical alerts in your environment, and start investigating them from
either the Overview tab or the Alerts tab. The following figure is an example of top alerts in the
Overview tab. The alerts are listed in order of severity and the number of users who generate the alerts.

NETWITNESS

OVERVIEW NI

Dashboard — Report:

TOP ALERTS  All Entities Last 3 Months

CRITICAL

04:00:00pm | SSL | by

02/21/202402:00:00pm | SSL | bytes newss..

02/21/202412:00:00pm | SSL | by

02/21/202409:00:00am | SSL | bytes

ITY (Last 3Months )

admin

21/2024.04:00:00pm | SSL | high_numbe.

02/21/202401:00:00pm | SSL | byt

02/21/202410:00:00am | SSL | bytes newss.

02/21/202408:00:00am | SSL | bytes newss...

Critical High @ Mediur

To investigate an alert on this page, click an alert in the Top Alerts section.
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The following figure shows details about the event that caused the alert, and the time frame in which it
occurred.

NETWITNESS estigate ESpONC o5 ashboarc Reports 3 = idmin

< ms ALERTS TRENDING DATA (HOURS) TRENDING DATA (DAYS) ‘ Watch Profil
SERS 19 +0 Last 24 Hours +0 Last 7 Days © WEENEID

ALERTS CLED BCHAVIORS 35N Critical B8 NotaRisk

SORT BY
CONTRIBUTION IN SCORE:

Severity SouRCEs ha
hatel A———— The operating

CRITICAL

& Reconnaissance| Hourly CRITICAL
0:00

Alert Flow
% | Multiple Reconnaissance Tool Activities Execute...
% | Abnormal Process Created a Remote Thread inL...
Abnormal Proce ited aRemote Thread ina...
Abnormal Process Created a Remote Thread ina...

Multiple Active Directory Object Chan;

ssance Tool Executed (netdo...

From the Alerts Severity panel at the bottom of the Overview tab, you can click on a bar in the graph to
review top alerts in the Alerts tab. The following figure shows the top alerts listed in the Alerts tab.

NETWITNESS vestigate Respond Users Hosts <] % dmin

7 [ilters Ale 22, 322 Critical h 0 Medium 0 Low (1]

ALERT NAME ENTITY NAME START TIME INDICATOR COUNT FEEDBACK
ENTITY TYPE

All Entities SFROM FEB 242024

svemy 3 Harriso Walker /2024 12:00:00 pm
‘\ Critical ]
Harriso Walker 0 m

ENTITY NAME
Harriso Walker 024 10:00:00am
e Fnte
SFROM FEB 212024
FEEDBACK
CRITICAL ses 11:00:00 pm

INDICATORS

CRITICAL

DATE RANGE @) custom paT CRITICAL

LAST 3 MONTHS x
B L CRITICAL

Investigating alerts is particularly useful when you want to focus on a timeframe in which you believe
your systems were compromised. You can view forensic information based on a timeframe and gather
detailed information about events that occurred during that time in the Alerts tab.

Begin an Investigation of Critical Alerts

You can begin your investigation of critical alerts in the following ways:
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Sort by
number of
indicators

Sort by alert

severity

Look for .
Expand top . Search by i Take action to
. unique . . Drill into
alerts in the '\ indicator \ address
list anomaly more detail

es threats
values typ

1. On the Overview tab, look at the ALL ALERTS.

ALERTS SEVERITY (Last 3 Months )

30-Jun 02-Jul

Critical High @ Medium

04-Jul 06-Jul 08-Jul 11-Jul 14-Jul 16-Jul

Is there an even distribution of alerts or are there a few days when there was a noticeable spike? A
spike could indicate something suspicious like malware. Make a note of those days so you can
inspect the alerts (the bar from the chart links directly to the alerts for that specific day).

2. In the Alerts tab, you can view the indicator count:

NETWITNESS

¥ Filters

ENTITY TYPE
All Entities

FEEDBACK

INDICATORS

ATE RANGE @) custompaTE
LAST 3 MONTHS

S = % D in
UEBA-250-162 - UEBA Ser...

0 Low ) ‘

(322) 322 Critical 0 High 0 Medium

ALERT NAME ENTITY NAME START TIME INDICATOR COUNT FEEDBACK

ALERTS STARTSFROM FEB 202024

Ethan White

Jasmine Taylol
OM FEB 172024

Charlie.Martin

To identify users with the highest number of alerts, more indicators help illustrate more insights and
provide a more rigid timeline that you can follow.

3. Expand the top alerts in the list:

¢ Look for alerts that have varied data sources. These show a broader pattern of behavior.

* Look for a variety of different indicators.

¢ Look for indicators with high numeric values, specifically for high values that are not indicative of
a manual activity (for example, a user accessed 8,000 files).

4. Look for unique Windows event types that users do not typically change as these can indicate
suspicious administrative activity.
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5. Filter by indicators.
NETWITNESS
WERVIEW — ENTITIE
¥ Filters

ENTITY TYPE
All Entities

SEVERITY
[ x Critical

ENTITY NAME

FEEDBACK

INDICATORS

Abnormal Destination Port for SSL Subject (108 Alerts)
User Password Reset (62 Alerts)

Multiple File Access Events (22 Alerts)

High Number of IPs Contact a New Port (18 Alerts)
Multiple Reconnaissance Tool Activities Executed (75 Aler...
Abnormal Destination Port for Domain (66 Alerts)
Abnormal Azure AD Logon Time (4 Alerts)

The list shows the number of alerts raised that contain each indicator.

¢ Look for the top volume indicators; filter by an indicator and review by user to find users who
experienced the highest number of these indicators.

¢ In general, you can ignore time-based alerts (for example, Abnormal Logon Time) as these are
very common. However, they provide good context when combined with higher interest
indicators.

6. Drill into more detail:

e Leverage alert names to begin establishing a threat narrative. Use the strongest contributing
indicator that usually determines the alert’s name to begin explaining why this user is flagged.

¢ Use the timeline to layout the activities found and try to understand the observed behaviors.

¢ Follow up by reviewing each indicator and demonstrating the supporting information, in the form

of graphs and events, that can help you verify an incident. Suggest possible next stages of
investigation using external resources (for example, SIEM, network forensics, and directly
reaching out to the user, or a managing director).

¢ Conclude the investigation by prompting for feedback and leaving a comment.

7. Take action to address threats determined by the investigation of alerts. For more information, see
Take Action on High-Risk User or Network Entity .

The following topics explain various ways to investigate alerts.
e Filter Alerts

e Investigate Events

Investigate Top Alerts
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e Manage Top Alerts
¢ View NetWitness UEBA Metrics in Health and Wellness

Filter Alerts

You can filter alerts displayed in the Alerts tab by entity type, severity, entity name, feedback, indicators,
and date range.

1. Go to Users > Alerts.
The Alerts tab is displayed.

NETWITNESS

ALERTS START

2@ custom oaTe

2. To filter by entity type, click the down arrow under Entity Type, and select any one option. The
options are All Entities, Users, and SSL.

3. To filter by severity, click the down arrow under Severity in the Alerts Filters panel, and select any
one option. The options are Critical, High, Medium, and Low.

4. To filter by entity name, enter the name under Entity Name text field. For example, Henry Harris.

5. To filter by feedback, click the down arrow under Feedback, and select any one option. The options
are None, and Not a Risk.

6. To filter by indicators, click the down arrow under Indicators, and select any one option. For
example, Multiple File Access Events (43 Alerts).

7. To filter by date range:

¢ Click the down arrow under Date Range and select any one option. The Options are Last 24
Hours, Last 7 Days, Last 1 Month, and Last 3 Months.

¢ Select Custom Date under Date Range. In the Start Date, select the start range date range, and
in the End Date select the end range date that you want the investigate.

The alerts are displayed in the right panel according to the filter you selected. To reset filters, in the
bottom of left panel, click Reset.
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Investigate Events

You can view all alerts and indicator associated with a user or network entity in the User Profile view.

In the events table, you can find all events contributed to the specific indicator for the specific user or
network entity.

For example, you can further investigate on events by clicking on a username or a network entity that
pivots to Investigate > Events. In the Events view, you can see the list of events that occurred on that
day for the specific user or network entity. By default, the time range is set to one hour. You can change
the time range.

In case of Endpoint Indicators, you can pivot to Host Details view and can have deeper insight about
that host. And, pivot to Analyze Process view for detailed investigation on the process for that event for
that week as the time range is set to seven days. By default, the time range is set to seven days however,
it can be customized.

To view the events
1. Go to Users > Alerts.

2. Under Filters, sclect the Entity Type.
The indicators are

NETWITNESS g

displayed, along with the anomaly value, data source, and start time.

3. Click an alert name, and under Alert Flow, click the icon.
A graph is displayed that shows details about a specific indicator, including the timeline in which the
anomaly occurred and the user associated with the indicator. The following figure shows an example
of a graph. The type of graph can vary, depending on the type of analysis performed by NetWitness
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UEBA. For more information, see User or Network Entity Profile View.

NETWITNESS
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DIRECTC

To pivot to the Events view

1.

Go to Users > Alerts, and select an alert or user or network entity.
Indicators are displayed under the alert.

Select an indicator of interest.
Values that can be used to pivot are highlighted in light blue at the bottom of the panel.

Active Directory Changes (Last 30 Days)

":.

02Feb1200 04Feb0BOD 05Feb1200 O7FebOB00 O0BFeb1200 10Feb0BO0 11Feb1200 13FebOBOD 14Feb1200 16Feb0B00  17Feb1200 19Feb0BO0  20Feb1300  21Feb200C

In the Events table, click the link highlighted in blue and pivot to the alert in the Events view.

The Events view is displayed.

For User events the username is a clickable pivot link. For SSL Subject network entities events
source [P, destination IP, destination country, destination organization, destination port, SSL subject
and source netname are the clickable pivot links.

For information about investigating items of interest in the Events view, see "Reconstructing and
Analyzing Events" topic in the NetWitness Investigate User Guide.
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To pivot to the Hosts Details view:

If you have NetWitness Endpoint installed, you can pivot to Hosts Details view for detailed information
of the host.

1. Go to Users > Alerts, and select an alert or user or network entity.
Indicators are displayed under the alert.

2. Select an indicator of interest.
Details about the indicator are displayed in the right panel.

3. In the events table, click the events related to the host.
The Host Details view is displayed.

For information about investigating items of interest in the Hosts view, see "Investigating Hosts" topic in
the NetWitness Endpoint User Guide.

To pivot to the Analyze Process view:

If you have NetWitness Endpoint installed, you can pivot to Analyze Process view for detailed
information about the process.

1. Go to Users > Alerts, and select an alert or user or network entity.
2. Select an alert name. Indicators are displayed under the alert.

3. Select an indicator of interest.
Details about the indicator are displayed in the right panel.

4. In the Events table, click the events related to the process.
The Analyze process view is displayed.

For more information, see "Investigating a Process" topic in the NetWitness Endpoint User Guide.

For more information on how to read the indicator charts, see Reading an Indicator Chart topic.

Manage Top Alerts

You can export a list of all alerts to a .csv file format. You can use this information to compare the data
from other sources in other data analysis tools like tableau, powerbi, and zeppelin.
To export alert data to a .csv file:

1. Go to Users > Alerts.
The Alerts tab is displayed.

Investigate Top Alerts 53



NetWitness UEBA User Guide

NETWITNESS

ENTITY
Al Entities

SEVERITY
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INDICATORS

LAST 3 MONTHS

322 Critical

ALERT NAME
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167 Medium
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Harriso Walker
0 Walker
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:00

25/2024 12:00:00
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2. On the top right, click Export.
All the alert data is downloaded in a .csv file format. The following figure is an example of the
exported alert data in .csv format:

1
2
3
4
5
6
7
8
9

1
11
12

=)

[SRINY
w N

A
Alert Name
Registry Run Keys & Start Folder (Hourly)
Discovery & Reconnaissance (Hourly)
Discovery & Reconnaissance (Hourly)
User Logon to Abnormal Host (Hourly)
User Logon to Abnormal Host (Hourly)
Multiple Logons by User (Hourly)
Discovery & Reconnaissance (Hourly)
Discovery & Reconnaissance (Hourly)
Discovery & Reconnaissance (Hourly)
Discovery & Reconnaissance (Hourly)
Mass Changes to Groups (Hourly)
User Logon to Abnormal Host (Hourly)
Mass Changes to Groups (Hourly)
Multiple Logons by User (Hourly)
User Logon to Abnormal Host (Hourly)
Mass Changes to Groups (Hourly)
Multiple Logons by User (Hourly)
User Logon to Abnormal Host (Hourly)
Multiple Logons by User (Hourly)
Discovery & Reconnaissance (Hourly)
Discovery & Reconnaissance (Hourly)
Discovery & Reconnaissance (Hourly)

Entity Name
Harrison Harris
Jacob Kelly

Henry White
Harriso Walker
Harriso Walker
Harriso Thompson
Jacob Kelly

Henry White
Jacob Kelly

Henry White

Amy Moon
Harriso Walker
Amy Moon
Harriso Thompson
Harriso Walker
Amy Moon
Harriso Thompson
Harriso Walker
Harriso Thompson
Jacob Kelly

Henry White
Jacob Kelly

Set Alert Feedback Status

The analyst can mark alerts as Not a Risk or they can remove the Not a Risk feedback status by
updating it to None. Also, multiple alerts grouped by date can be selected to perform this action.

To set an alert feedback status:

1.

Go to Users > Alerts.
The Alerts tab is displayed with a list of alerts.

v

NETWITNESS

Filters

ENTITY TYPE
All Entities

SEVERITY

FEEDBACK

INDICATORS

NGE @) customoae

LAST 3 MONTHS. x

Alerts (97

322 Critical
ALERT NAME

STARTSFROM FE

M

| meDIoM

| MepIUM

75 High

167 \

ENTITY NAME

Henry White

Henry White

Start Time

Mar 03 2024 10:00:00 GMT+0000
Feb 26 2024 15:00:00 GMT+0000
Feb 26 2024 15:00:00 GMT+0000
Feb 26 2024 12:00:00 GMT+0000
Feb 26 2024 11:00:00 GMT+0000
Feb 26 2024 10:00:00 GMT+0000
Feb 252024 16:00:00 GMT+0000
Feb 25 2024 16:00:00 GMT+0000
Feb 252024 15:00:00 GMT+0000
Feb 25 2024 15:00:00 GMT+0000
Feb 252024 13:00:00 GMT+0000
Feb 252024 12:00:00 GMT+0000
Feb 252024 12:00:00 GMT+0000
Feb 252024 12:00:00 GMT+0000
Feb 252024 11:00:00 GMT+0000
Feb 252024 11:00:00 GMT+0000
Feb 252024 11:00:00 GMT+0000
Feb 252024 10:00:00 GMT+0000
Feb 252024 10:00:00 GMT+0000
Feb 24 2024 16:00:00 GMT+0000
Feb 24 2024 16:00:00 GMT+0000
Feb 24 2024 15:00:00 GMT+0000

408

START TIME

INDICATOR COUNT

D E

# of Indicators Feedback
1 No Feedback Low
27 No Feedback Low
27 No Feedback Low
14 No Feedback Low
14 No Feedback Low
3 No Feedback Low
26 No Feedback Low
26 No Feedback Low
27 No Feedback Low
27 No Feedback Low
2 No Feedback Low
15 No Feedback Low
2 No Feedback Low
3 No Feedback Low
15 No Feedback Low
2 No Feedback Low
3 No Feedback Low
15 No Feedback Low
3 No Feedback Low
27 No Feedback Low
27 No Feedback Low
27 No Feedback Low

‘ B8 Change Status

FEEDBACK

F

Severity
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2. Select the checkbox Bl and click Not a Risk to mark all the alerts as not risky.
NETWITNESS ! S = %% adr

UEBA-250-162 - UEBA Ser. ‘

Y Filters Alerts (972) 322 Critical 75 High 167 Medium 408 Low B8 Change Status - ‘ (i)

| NotaRisk
ALERT NAME ENTITY NAME START TIME DICATOR coL
ENTITY TYPE ‘ None

All Entities
ALERTS STARTS FROM FEB 232024

FveR HIGH E y 00:00
fiGH 600:00

HIGH jacob Kelly 5:00:00

HIGH e 5:00:00
FEEDBACK

INDICATORS

ATE RANGE @ ) cusToMDATE v Amy Moon 11:00:00

T3 MON
LAST 3 MONTHS Amy Moo: 10:00:00

15:00:00
14:00:00
0:00

10:00:00

| mepium ’ 09:00:00

A confirmation message is displayed to confirm the change.

3. Click Update As Not as Risk, to confirm the status or click Cancel if you don’t want to continue
with the update.

Note: All alerts that are marked as Not a Risk will not contribute to the entity's score.
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View Modeled Behaviors

NetWitness UEBA Modeled Behavior provides analysts with visibility into all the activities of a user.
These modeled behaviors are based on the log data leveraged by UEBA and are available a day after the
UEBA service is configured and running. UEBA monitors abnormal user behaviors to identify risky
users and this requires data to be processed for a certain period of time. However, modeled behaviors
reflect all the activities of the user within a day of the service configuration.

For example, if a user fails multiple times by logging in with incorrect credentials within an hour,
analysts can view these behaviors as Failed Authentications for the user.

Note:
- Modeled Behaviors are not applicable to network entities.
- By default, the sorting and data source options are disabled when there is no data available.

To view the Modeled Behaviors

1. Log in to NetWitness Platform and click Users.

2. Do one of the following:
¢ In the Overview tab, under Top Risky Users panel, click on a username.
¢ In the Entities tab, click on a username.

3. Click the Modeled Behaviors tab, to view the Modeled Behaviors highlighted with a blue line in the
left panel. The results can be sorted by the date or in alphabetical order.

NETWITNESS t onc Files

© Watch Profile

MODELED BEHAVIORS

Al

CharlieMartin has accessed files and performed the below operations

File Access Operations (Last 30 Days)
25 Apr 27 Apr

4. Select the data source from the drop-down according to your preference and filter the modeled
behaviors:

e Active Directory
¢ File

¢ Authentication

57 View Modeled Behaviors




NetWitness UEBA User Guide

5. Based on the data source you provide, the following information is displayed on the right panel:

e Data source name

¢ Modeled Behavior description

o A graph is displayed that contain details of a specific Modeled Behavior. You can view the
modeled behaviors of a user for the last 30 days. The type of graph can vary, depending on the
type of analysis performed by UEBA. The following figure is an example of a Modeled Behavior.

ALERTS TRENDING DATA (HOURS) TRENDING DATA (DAYS)
21 +420 Last 24 Hours +420 Last 7 Days © WEEIER
MODELED BEHAVIORS

Levi Thomas File share permissions have been changed by <user> on the below occasions

File Permission Changes (Last 30 Days)
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Reading an Indicator Chart

An indicator chart is a pictorial illustration of the anomaly and baseline values of an entity that you want
to further investigate.

The chart gives the Analyst a better insight of the indicator which in turn will help determine the next
steps. The chart provides the analyst with the user’s baseline values over time to better understand the
context of the anomaly.

To view an indicator chart,
1. Log in to NetWitness Platform.
2. Navigate to Users > Entities.

3. Select the user you want to investigate.
The following figure displays an alert for a user logged on to an abnormal host.

NETWITNESS g ! st s Brdies

@ Watch Profile

ALERTS »gon to Abnorr ) ow B8 NotaRisk

Severity

4. In the Alert Flow section, select the Logon Attempts to Multiple Source Hosts.
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5. Click the + icon to expand and view the details.

NETWITNESS westigats Respond Users st Files. yashboar it

Hosts (Last 30 Days)

o 7 s

Types of Charts

There are three main types of charts currently available.

Continuous Bar Chart

In this type of an indicator chart, the bar color differentiates the behavior by displaying a blue bar and a
red bar. For example, the following figure displays in a span of 30-days the number of Active Directory
changes made on a daily basis which are displayed by blue bars and indicates the baseline behavior.

The red bar indicates that the user has accessed a high number of files in a specific hour.

NETWITNESS

TRENDING DATA (HOURS)

RENDING DATA (DAYS)
40 Last 24 Hours +0 Last7Days

@ Watch Profile

ALERTS egistry Run igh ¢ indicator1of12 > X
onr sy
Severity

Reg
M5 gen

Active Directory Changes (Last 30 Days)

23% ' Multiple Active Directory Objec

12% ) My

0
21Apr08:00 22Apr08:00 23AprOB00 24Apr0B:00 25Apr08:00 26Apr08:00 27Apr0B:00 28Apr10:00 29Apri0:00 30Apri100 01May11:00 02May11:00 03May11:00 04May11

USER NAME NORMALIZED USE...  OPERATION TYPE OBJECT NAME
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Another variation in the visualization of the chart is where you see an additional series of grey bars that
represents the baseline values of the model. In this case, if the blue bars series is displayed, it depicts the
specific entity trend that the anomaly is also a part of.

Dotted Chart

In the dotted indicator chart, the anomaly is displayed on top of the graph indicated by yellow color text
and red color circle. The chart provides the analyst with the user’s baseline values over time to better
understand the context of the anomaly. The additional values (apart from the anomaly value) depicted in
the Y-axis, represent the baseline values and the total number of days they were observed for this
specific entity.

NETWITNESS westigate Respond Users He

< lla B ALERTS  TRENDING DATA (HOURS)  TRENDING DATA (DAYS) e
jatch Profile
11 40 Last 24 Hours +0 Last 7 Days 2 a

ALERTS Scripting || Critical < Indicator10f14 > X

SORT BY
INDICATOR D:\temp\ABNORMAL_ OPENED_APPexe
Severity CONTRIBUTION TO ALERT
ANOMALY VALUE
DATA SOURCE
CRITICAL

Processes Opened by the Scripting Tool
% Scripting Tool Opened an Abnormal Process (D:\temp\ABNOR... 01Feb 04Feb 07Feb 10Feb 16Feb 19Feb

an Abnormal Process (D:\temp\ABNOR...

9% | Scripting Tool Opened an Abnormal emp\ABNOR

6| Scripting an Abnormal Proc emp\ABNOR..

TIME USER NAME NORMALIZED US..  OPERATION TYPE MACHINE NAME SOURCE PROCESS DESTINATION PROCESS
User Rana Scripting Tool that T an Abnormal Applicati..
02/21/202416:5... is OPEN_PROCESS ABNORMAL OPENED_APPexs

4 N 02/21/202416:1... isabella OPEN_PROCESS ABNORMAL OPENED_APPexe
¢ | User Ran aScripting Tool that Tr an Abnormal
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Time Chart

The time indicator chart displays the time the user has accessed a particular information. For example, in
the following figure, the user has accessed Active Directory at an abnormal time over the past 30 days.
The regular working hours of the user are the baseline values and the anomaly value (the hour marked in
red) indicates that this is an abnormal time for this user to make changes in AD.

NETWITNESS i g £spon Users Host Files Dashboard Reports

< nine Thompso ALERTS  TRENDING DATA (HOURS)  TRENDING DATA (DAYS) P
18 +0 Last 24 Hours +0 Last7 Days ‘9’ atch Pronle

ALERTS 1ODELED BEHAVIC Non Standard Hours | Medium < Indicator10f17 > X

SORTBY.
INDICATOS ectory activity at an abnormal time
Severity CONTRIBUTION TO ALER
ANOMALY VALU
DATA SOURC!

| veDIUM

Active Directory Change Time Baseline

Multipl

Multiple Ut Chan

ccount Enabled ()

MONDAY TUESDAY WEDNESDAY THURSDAY FRIDAY SATURDAY SUNDAY
Multiple Group Membership Cha

USER NAME NORMALIZED OPERATION TYPE OBJECT NAME
Abnormal Active Dil ct Change (COMPUTER ACC... AT

CREDENTIAL MANAGER_CREDE.
Obiect Change (CREDENTIAL MA.,
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Wellness

4
NetWitness UEBA sends metrics to the System Stats Browser tab in (Admin) > Health and
Wellness. Along with basic system usage information, metrics that are specific to NetWitness UEBA
users, alerts, and events are provided.

Analysts can use these metrics in the following ways:

o Confirm that the currently procured license is in compliance with their license agreements, and by
how much per day.

e Determine if the system is functioning as required.
* Actively monitor new events.

e Monitor the creation of new indicators and alerts.
If these critical metrics are reported as "0", it may indicate a system malfunction.
To view NetWitness UEBA metrics in the System Stats Browser in Health and Wellness:

Q
1. Goto (Admin) > Health & Wellness.

2. Click the System Stats Browser tab.
The System Stats Browser is displayed.

3. Under Host, select UEBA, and then click Apply.

N=REESS Investigate Respond Users Hosts Files Dashboard Reports

HOSTS SERVICES EVENT SOURCES ENDPOINT SOURCES HEALTH & WELLNESS SYSTEM SECURITY

Alarms Monitoring Policies System Stats Browser JEAVEIIaNIVLRV aTidelglal=4 Settings New Health & Wellness

Host Component Category Statistic Order By

Any [[JRegex [[JRegex ®/Ascending (_Descending
AdminServer Component Category Statistic Subitem
LH i

Host FileSystem Error Status
I-UEBA i

UEBA Host FileSystem Mounted Filesystem Disk Usage /run

UEBA Host FileSystem Mounted Filesystem Disk Usage /dev

UEBA Host FileSystem Mounted Filesystem Disk Usage /dev/shm

Results for NetWitness UEBA are displayed.
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NETWITNESS

HOSTS

Alarms

Host
UEBA

Host

UEBA

UEBA

UEBA

UEBA

UEBA

UEBA

UEBA

UEBA

Monitoring Policies

Page

1

Component

Any

Component

Host

Host

Host

Host

Host

Host

Host

Host

of 11 »

c

Investigate

ENDPOINT SOURCES

System Stats Browser

Category

Regex
Category

FileSystem

FileSystem

Filesystem

FileSystem

FileSystem

FileSystem

FileSystem

FileSystem

Fil

HEALTH & WELLNESS

Error Status

Mounted Filesystem Disk Usage

Mounted Filesystem Disk Usage

Mounted Filesystem Disk Usage

Mounted Filesystem Disk Usage

Mounted Filesystem Disk Usage

Mounted Filesystem Disk Usage

Mounted Filesystem Disk Usage

es Dashboard

SYSTEM

Event Source Monitoring Settings
Statistic Order By
Any
Regex ®Ascending
Statistic

SECURITY

New Health & Wellness

v BT clear

Descending

Subitem

/run
Idev

/dev/shm
/home
/sys/fs/cgroup
Ivar/netwitness

Nvarflog

Value
0

62.96 GB size
137 GB used
61.59 GB available

62.94 GB size
0 bytes used
62.94 GB available

62.96 GB size
160.00 KB used
62.96 GB available

9.99 GB size
42.44 MB used
9.95 GB available

62.96 GB size
0 bytes used
62.96 GB available

140.24 GB size
7.66 GB used
132.58 GB available

9.99 GB size
1.84 GB used

Last Update

2023-10-12 06:41

2023-10-12 06:41

2023-10-12 06:41

2023-10-12 06:41

2023-10-12 06:41

2023-10-12 06:41

2023-10-12 06:41

2023-10-12 06:41

49 P,

49 P,

49 P,

49P.

49 P,

Historical Graph

admin v

Items 1 - 50 of 521

s|leaq 1es

4. To view details for a statistic, click Stat Details.
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The details of the statistics are displayed.

Stat Detalls b

Host a14e8169-55d4-4b79-b068-dd1abc8fas7e -

Hostname UEBA

h
Component ID presidioairflow
Component Presidio Airflow
I Mame Daily Active Users Count

Subitem

Path

Plugin presidioairflow_usage

Plugin Instance

Type Eauge

i /pe Instance active_users_count_last_day

Description Mumber of active users in the previous 24 hour UTC
time period

Category Usage

Last Updated Time 2018-07-28 05:05:22 PM
o
0.0

) Key 81428169-55d4-4bf9-b0E3-

dd1abecBfa57e/presidioairflow_usage/gauge-
active_users_count_last_day

Stat Key a14e8169-55d4-4bf9-b0G6E-
dd1abc&fas7e/presidioairflow_usage/zauge-
active_users_count_last_day

b

The Name and Description fields provide a summary of the metrics that are displayed.

For more information about Health and Wellness and System Stats Browser tab, see "Monitor System
Statistics" topic in the System Maintenance Guide.
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Monitor Health and Wellness of UEBA

You can view the status of UEBA host in the Users > OVERVIEW tab.

The UEBA system should generate at least one alert weekly. If the system stops generating the alerts for
a period of seven days or more, advanced monitoring is required to monitor statistics about the total
number of events versus successful events, total number of alerts generated, and so on.

Advanced monitoring is enabled through a third-party tools prepackaged in NetWitness: Kibana and
Airflow.

Access Kibana

To access kibana, go to https://<UEBA_ host>/kibana/app/kibana#/, enter user name and
password and the Dashboard is displayed.
& elastic Q ® &
= . Dashboard

Dashboards
Tags Vv

Q Search...

Title Description Tags Actions

**Table of contents** V4
Adapter Dashboard V4
Aggregations %

4

Alerts & Indicators Status

A

Applications performance and system metrics

S

Category rarity model
Engine Funnel

Enriched Models

SN D

Entities,alerts,indicators

Access Airflow

To access Airflow, go to https://<UEBA host>/admin/, enter user name and password and the
DAGs view is displayed.
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YAirflow  DAGs  Data Profiing v Browsev  Adminv  Docsv  Aboutv 2024-04-25 06:36:12 UTC

DAGs
search:
© oac Schedule Ouner Recent Tasks @ LastRun @ DAG Runs © Links

G Y] ACTIVE DIRECTORY indicator_ueba flow [ore | Aiflow ®O 202404031400 @ ®O CeP®UINAST+=C0
G (@Y ACTIVE_DIRECTORY_model_ueba flow o] Airow 0] 2024:04022300 @ ® O¢®umAE ®
G Y] AUTHENTICATION indicator_ueba_flow [hore | Airflow ®0 2024-04:03 1400 © ®E O*® WA ®
G Y] AUTHENTICATION model ueba flow Fhone | Airflow [©) 2024-04-01 23:00 @ ® O®®aW A ®
G Q) FILE indoator_ueba fow [hore Aflow ® 2024-04-03 14:00 © @O O*®MMAE ce
G [ FILE_model_ueba fiow [hone ] Airflow ® 2024-04-02 2300 © ® CR B N PN ®
7} PROCESS indicator_ueba_fiow [hioee | Airfow [010) 20240403 14:00 © @O O ®aW AT ®
G ) PROCESS model ueba_fiow [hone | Airow ® 202404022300 @ ® OF® NN AS ®
G Y] REGISTRY indicator_ueba flow [one | Aiflow ®O 20240403 14:00 @ @® C®®MNAS ®
@ (Y] REGISTRY.mocel uebs flow [ore ] Airfow 0] 202404022300 @ ® CRE RN @
G Y TS indicstor ueba fow Fhono Airfiow ® 20240403 14:00 © ® O ®aW AT ®
G @Y TS model_ueva fiow = Airow 0] 2024:04022300 @ ® O¢® A ®
G Y] inoutpre_processing_TLS_ueba_flow [hore | Airfow (0} 2024-04-02 2300 © ® O*®UMAE4I=SCO
[ intenance_flow_dag operations (0} 202404250408 @ ® CeBINAZT $=C0
] presidio_upgrade_dag_from_12.4.0.0_to_12.4.1.0 Phone ] Aifow o) 2024:0424 11:58 @ [0) Oe® MW AS ®
4 reset_presidio [one | Aitfow Oe®aBAE ®
[} retention_ueba flow [lhone | Airflow 0] 2024-04-03 00:00 @ ® O® ®aMAS ®
@ Airflow (010 2024-04-03 15:00 @ @0 O®®aN A ®
(7} [hone | Aifiow ® 2024-04-0223:00 @ ® O ® WA ®
G Y] ssiSubject hourly_ueba flow Aiow @O 202404031200 @ ®E Oe®MNAE ©
G [ userld_hourly_model ueba fiow Fhono Aifiow 0] 2024-04.0123:00 @ ® O ® M AT ®
G ) userd_hourly_ueba flow Arfow ® 00 2024:04:02 16:00 @ @O O*HMMAST 4=ECO

Showing 1 to 22 of 22 entries

Hide Paused DAGs

Note: The Kibana and Airflow web server user interface password is the same as the deploy_admin
password. Make sure that you record this password and store it in a safe location.

Kibana

Kibana is an open source analytics and visualization platform. You can monitor the health of UEBA
through various dashboards:

Overview Dashboard

The Overview dashboard provides the statistics over the analytics about the users, entities, alerts, and
indicators, such as:

* The alerts type that are generated, and the alert severity distribution with the severity types (Low,
Medium, High, Critical).

e Total number of active entities and how many alerts are generated for those entities.
e The number of indicators and events processed.
* The pie chart for entity score severity and distribution for the alerts classification.

e Alert daily histogram, which is the total number of alert per each severity triggered over time.

Configure Select Entity Type drop-down Filter

You can view the data for a specific entity after configuring and applying the Select Entity Type drop-
down filter in Kibana Dashboard > Overview.
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To configure Select Entity Type drop-down Filter:
1. Remove Invalid visualization type "dropdownpicker" panel. Do the following.

¢ Go to Kibana, click Dashboards > Overview.

@ elastic
= @ oesmooard  Overview Fullscreen  Share  Clone & Edit
A
Invalid visualization type "dropdownpicker”
Sum of entities Alert severity Pie of entity score severity Classfiications
® LOW H e Low H @ command_and_control
@ CRITICAL 1 ® MEDIUM ® data_exfiltration
® HIGH H
com... 19.02%
entities .
Sum of alerts. . N\
I phishing
I I 2 12.03%
SMART Alerts = = =]
Sum of indicators Alert daily histogram
© MEDIUM  §
000 ® HIGH
o o Low
o © CRITIC
) £ w
) H
Indicators S 500

Sum of events

Click Edit and then click © on the Invalid visualization type "dropdownpicker" panel.

¢ Click More > Delete from dashboard > Save.

Options

& Edit panel title
Customize time range
/" Maximize panel

moa More >

< Options

(e Save tolibrary

' Maximize panel

<> Replace panel

[3 Copy to dashboard

&/ Delete from dashboard

2. Go to Kibana, click Dashboards > Alerts & Indicators Status.
The Alerts & Indicators Status dashboard is displayed.
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A

& elastic

= @ ossmoard  AertsaindicatorsStatus v Fullscreen  Share  Clone & Edit

©  +Addfiter

i

nvalid visualization type “dropdownpicker

Sumof alerts. Sum of indicators SMART

22,62048,744!"

Indicator daily histogram

startDate per day

Amount of indicators in aler

Top Indicator types

.
>

De:

atorsNames: Descent

Number of indicators

z
@

@ Add
Click Edit > All types > Controls > Options List > -

Enter Select Entity Type in the Control Label field.
Select presidio-output-entity option in the Index Pattern field.

Select entityType from the Field drop-down list.
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Controls Options

v Select Entity type

Control Label

Select Entity type

Index Pattern

presidio-output-entity

Field

entityType

« Multiselect

Allow multiple selection

« Dynamic Options

Update options in response to user input

7. Click Update.
8. Click Save and return.

@ Save and return

N2

Ill

9. The newly configured Select Entity Type drop-down panel is displayed at the bottom of the
Dashboard > Editing Alerts and Indicators Status view. Drag and drop the panel to the top of the

page. You can also maximize the panel.

Select Entity type

Select...

10. Click Save.
11. Click Switch to view mode.

g a

Soleh 1 i mids

70
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To access the overview dashboard:

1. Go to Kibana, click Dashboards > Overview.
The Overview dashboard is displayed with the aggregate results for all entities.

C elastic

= @ osnvoan  Oveniew v Full screen  Share  Clone & Edit

By * Lucene ) v Last 90 days Show dates  [ERCRLEIE)

@ | entityType: userld x |+ Add filter

A\Select Entity Type

userld x o
Clear form

Sum of entities Alert severity Pie of entity score severity Classfilcations
o Low § e MEDUM ®LOW i g nonstandard_hours § e abnormalfile_access
o HiGH i e CRITICAL o Hier © mass_permission_changes  § @ snooping_user

mass_permission_.. 7.07%
entitias abrom... 13.28% —
Sumof alerts

22,620

SMART Alerts

Sum of indicators Alert daily histogram
® CRITIC.

19000
® HiGH

12000 ® MEDIUM
10000 o Low H

Indicators 8
4000
2000 I I

startDate per 12 hours

Sumof events

Events =

2. To view the data for a specific entity, select a value from the Select Entity Type drop-down. For
example, sslSubject, or userid.

3. Adjust the time range on the top-right corner of the page based on your requirement to view the
statistics.
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v Sep 20, 2022 @ 11:13:25.78 - Oct 20, 2022 @ 22:26:51.57

Quick select < >

Last v 30 days v Apply

Commonly used

Today Last 24 hours
This week Last 7 days
Last 15 minutes Last 30 days
Last 30 minutes Last 90 days
Last 1 hour Last 1 year

System Host overview

The System Host overview dashboard monitors the performance and health of UEBA hosts, such as:
e CPU usage.

e Memory consumption, and network.

* Process consuming CPU and Memory, for example MongoDB.

 Statistics over the disk usage.

 Inbound data is the amount of data transferred by user to view the UEBA UI.

e Outbound data is the amount of data fetched by UEBA from Broker or Concentrator.

To access System Host overview dashboard

1. Go to Kibana, click Dashboards > System host overview.
The System host overview dashboard is displayed.
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elastic
= . Dashboard  System host overview v/
By *
@  + Add filter

Metricheat: 5m Load Gauge Metricbeat: Memory Usage Gauge

Metricheat: CPU Usage Gauge

Memory Usage

35.045% 23.686%
Metricheat: CPU Usage

® iowait  4.622%

softirq  2.657%
e i 0%
® nice 0%
® syst.. 196.319%
® user 758.581%

2022-09-19 00:00

per 3 hours
® Free 82.2GB
® Cac.. 13.4GB
® Used 30.3GB
Swap usage over time
® Swap usa...
£
H
2
S
000000000
022-09-15 00:00 2022-08-17 00:00 2022-08-19 00:00

@timestamp per 3 hours

® Average of system.p... 0.043%

20220319 0000

20220913 0000

per 3 hours

2. Adjust the time range on the top-right corner of the

statistics.

Full screen  Share  Clone & Edit

Show dates C R

Lucene  fE v Last7days

Metricbeat: Inbound Traffic Metric Metricbeat: Outbound Traffic Metric Metricbeat: Disk Usage

Inbound Traffic Outbound Traffic P

No results found

Total Ti

Metricheat: System Load

16 /‘\ m 13.879
1 ® 5m 14.104
12 ® 15..14.717
10
6
4
2022-09-15 00:00 2022-09-19.00:00
per 3 hours
® reads  2.7B/s

wri... -609.4KB/s

Mericbeat: Network Traffic (Bytes)
No data to display

Metricbeat: Top Processes By CPU

/j\ @ Average of system.p... 0.154%

1500:00 2 2022-03-19.00:00

per 3 hours

page based on your requirement to view the
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v Sep 20,2022 @ 11:13:25.78 - Oct 20, 2022 @ 22:26:51.57

Quick select < >

Last v 30 days v Apply

Commonly used

Today Last 24 hours
This week Last 7 days
Last 15 minutes Last 30 days
Last 30 minutes Last 90 days
Last 1 hour Last 1 year

Note: During historical load, the system works in high parallelism. Due to that IO, CPU, and Memory

is in high utilization. The pace would be 30 logical days four wall clock time. Once the UEBA server
is online, the resource utilization reduces.

Adapter Dashboard

The Adapter dashboard is used to monitor the following:
e The failed events distribution.
e Total number of events versus successful events.

e Saved events per schema.

To access the entities, alerts and indicators:

1. Go to Kibana, click Dashboards > Entities,alerts,indicators.
The Entities,alerts,indicators Dashboard is displayed with an aggregate data for all entities.
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= @ oeshoard  Entitiesalerts,ndicators | Fullscreen  Share  Clone 2 Edit

Top Entities
671 documents

Time severity entityName tags score alertsCount alertClassifications indicators entityld

> Sep 19, 2622 @ 12:52:14.829 HIGH Jasmine King - 137 20 process_injection, abnormal abnormal_logon_day_time, abnormal_process_injects_i jasmine king
_ad_changes, registry_run_k nto_windows_process, abnormal_process_injects_into_
eys, non_standard_hours, di 1sass, abnormal_file_permision_change_operation_typ
scovery_reconnaissance e, high_number_of_successful_object_change_operatio
ns, abnormal_file_day_time, high_number_of_group_me
mbership_events, high_number_of_successful_authenti

natinne hinh numhar nf racannaiceanca tanl antivit
Rows per page: 50 v < 1 0of 10 >
Top Alerts
1268 documents
Time score classifications severity entityName entityTags indicatorsNum startDate id endDate indicatorsNames e
> Sep 18, 2022 € 13:30:00.600 100 data_exfiltratio  CRITICAL ofceebbas736410 - 4 Sep 18, 2022 @  b6cbebf5- Sep 18, 2022 @  ja3_abnormal_dst_po  f
n, command_and_co 7847e7e75e3b34d 13:30:00.000 cd36-44bd  14:30:00.600 rt_for_domain_outbo -
ntrol % -ac96-8ae und, ja3_abnormal_d
d24c2bfas st_port_for_ssl_sub

ject_outbound, high
numhar of hvtes s

Rows per page: 50 v < 1 0of 10 >

Top Indicators
4171 documents

Time score type startDate schema name anomalyValue id istori indi historicalDat typ
> Sep 15, 2022 @ 15:30:00.000 100 FEATURE_A Sep 15, 2022 @ ACTIVE_DIREC high_numbe 58.8 e85be435- e85bed35-ac8b-4ad6-be8c-7e 58
GGREGATIO  15:30:00.060 TORY r_of_succe acgb-4ad6  c7dc5c968b

2. To view the data for a specific entity, select a value from the Select Entity Type drop-down. For
example, sslSubject, or userid.

To access the adapter dashboard system Time:

1. Go to Kibana, click Dashboards > Adapter.
The Adapter Dashboard is displayed.

O elastic ®

= (@ vastboard  Adapter Dashboard Full screen  Share  Clone 2 Edit
By * Lucene i v Last7 days Show dates C Refresh

®  + Add filter

Adapter: Total Events VS Success Events - logical time Adapter: Saved Events Per Schema - logical time

20000 1 ® TotalEvents 0 process

18,000 | Success Eve... 0
16,000 |

active_direct.

tls.

.
.

@ authentication
]

o file

.

oo oo oo

registry

022-09-17 00:00

per 3 hours per 3 hours
Adapter: Total Events VS Success Events - system time Adapter: Saved Events Per Schema - system time

I @ Total Events 0O process

Success Eve... 0 active_direct..
authentication
tis

registry

oo oo oo

file

-09-17 0000 2022-09-19 00:00

2022-09-

per 3 hours per 3 hours

2. Adjust the time range on the top-right corner of the page based on your requirement to view the
statistics.
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v Sep 20, 2022 @ 11:13:25.78 - Oct 20, 2022 @ 22:26:51.57

Quick select < >

Last v 30 days v Apply

Commonly used

Today Last 24 hours
This week Last 7 days
Last 15 minutes Last 30 days
Last 30 minutes Last 90 days
Last 1 hour Last 1 year

Support Dashboard Logical Time

The Support Dashboard Logical Time provides the capability to detect events processed time, which is
different from the system time, such as:

e The amount of filtered events over time per schema

The total number of alerts generated

The alert types distribution

e The events that are related to an alert

To access support dashboard logical time:

1. Go to Kibana, click Dashboards > Support Dashboard logical time.
The Support Dashboard logical time is displayed.
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Q) elastic ¢ e &

= [B) vasnooars  SupportDashboard logicaltime Full screen  Share  Clone & Edit

By * Lucene v~ Last7days Show dates G Refresh

@ + Add filter

filtered events over logical time alerts created over logical time
3
28 ® adapt.. § 40 ® ale...
38
s 5 20
£ .
§ 2 PR
Y £ w0
> k]
o I
E o3 w0
a8
04 20
03
0 0
202209-07 00:02022-09-09 00:02022-0-11 00:02022-09-13 00:0(2022-09-15 00:0(2022-09-17 000(2022:09-19 00:00 2022.09-15 @D20-09-15 E22R-09-16 ARRD-09-16 ZD2R-09-17 GRRR-09-17 ZRRR-09-18 GDRR-09-18 ZLRR-0-19 QDRD-09-19 12:00
= logicTime per hour = logicTime per hour
alerts type distribution over logical time alerts severity distribution over logical time

£

 snooping_user ® CRITIC.. §
0 @ abnormal_ad_changes  § ® LOW
® HIGH

® MEDIUM }

multiple_failed_authe...  §
data_exfiltration H 0 QE—————®@ === === s

2022-09-15 Z20809-15 2020009-16 ZURA09-16 2022009

logicTime per hour

2. Adjust the time range on the top-right corner of the page based on your requirement to view the
statistics.

v Sep 20,2022 @ 11:13:25.78 = Oct 20, 2022 @ 22:26:51.57

Quick select < >

Last v 30 days v Apply

Commonly used

Today Last 24 hours
This week Last 7 days
Last 15 minutes Last 30 days
Last 30 minutes Last 90 days

Last 1 hour Last 1 year
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Support Dashboard System Time

The support dashboard system time allows you to monitor the system time when events are processed.
e The amount of filtered events over time per schema.

e The total number of alerts generated.

e The alert types distribution.

e The events that are related to an alert.

To access support dashboard system Time:

1. Go to Kibana, click Dashboards > Support Dashboard system Time.

@ elastic o &
= . Dashboard  Support Dashboard system time Fullscreen  Share  Clone & Edit
By * Lucene v Last7 days Show dates C Refresh
®  +Addfilter
filtered events over system time alerts created over system time
3
® adapt.. } 4 ® ale
€
§
g 0
H =
H } ‘ ‘ :
2 5
o
20220907 09 00:02022-05- 0 9-17 00:02022-09-19 00:00 2022-09- ROPR:06-E022:09- ZDE:09- P922:09- Z902:0- T022:09- ZDRP-00- PD22:09- EDRP-00- T12:09- EDDR09- FH12:06- ZDBRA9-20 1200

logicTime per hour timestamp per hour

alerts type distribution over system time alerts severity distribution over system time
o ® CRITIC.. §
° LOW

® HIGH H
© MEDIUM §

180 @ snooping_user
160
140
120
100
0
60
0
20

0=

® abnormal_ad_changes  §

® mass_changes_to_gr.

alerts

@ command_and_control

alerts

data_exfiltration

20,

non_standard_hours
o o phishing
2022 2 1200 g multiple_logons_by.u.

- 20 1200

timestamp per hour ® powershell_scripting  § timestamp per hour

» discovery reconnaiss

2. Adjust the time range on the top-right corner of the page to view the statistics.
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v Sep 20, 2022 @ 11:13:25.78 - Oct 20, 2022 @ 22:26:51.57

Quick select < D>

Last v 30 days v Apply

Commonly used

Today Last 24 hours
This week Last 7 days
Last 15 minutes Last 30 days
Last 30 minutes Last 90 days

Last 1 hour Last 1 year

Scoring and Model Cache
The Scoring and Model cache dashboard provides the capability to view events being scored.

To access scoring and model cache dashboard:

1. Go to Kibana, click Dashboards > Scoring and model Cache.
The Scoring and model cache dashboard is displayed.

& elastic

= . Dashboard  Scoring and model cache Fullscreen  Share  Clone & Edit

[E) v tags.APPLICATION_NAME:"score-aggregation” Lucene [ v Last7days Show dates

@+ Add filter

Scoring: max score

® domain ja30utbound.tls.s...

%0
L ® dstPortja30utbound.tis.s..
o
s dstPort.sslSubjectOutbou...
0 | S ® ssiSubjectja30utbound.t...
42 R @ startinstantja30utbound...
0 ® startinstant.ssiSubjectOu.
10 N —r—r—s tls-event-score
0 Y —_— .
2022-09-1312:00  2022-09-1400:00 2022-09-1412:00 2022-09-1500:00 2022-0 2:00 2022-09-16 12:00 9-17 00:00  2022-09-17 12:00  2022-09-18 00:0¢ 22-09- 00 2022-09-1900:00 2022-09-1912:00 2022-09-20 00:00 ® dstPort.domainOutbound...
@ activeDirectory-event-sc.
Scoring: amount of scored Scoring: amount of scored per adeEventType
5000 © domain.ja30utbound.tis.s. o tis H
8000 ® dstPortja30utbound.tis.s... ® registry H
7.000
o0 dstPort.ssiSubjectOutbou. ® process H
5000 ® ssiSubjectja30utbound.t... ® file H
4SSE @ startinstant.ja30utbound... @ authentication H
2,000 ® startinstant.ssiSubjectOu \, ® aggr_eventuserPass.. §
\
1,000 tls-event-score \ aggr_event.userAcco... %
et e B - = o .
0200w 1200 a2 1240 T 10 2B | 2059100 ® dstPortdomainOutoound. file 32.95% agor_eventuserhceo... §
@ activeDirectory-event-sc. = ® aggr_event.userAcco. H
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& elastic

Dashboard  Scoring and model cache v/

Scoring: amount of score>0 per scorer

a0 |
1200 I
e I

1200 2022.09-18 12 1200

per 3 hours

domain.ja30utbound.tis.s..
dstPort ja30utbound.tis.s...
dstPort.sslSubjectOutbou...
ssiSubject ja30utbound.t..

startinstant ja30utbound.

startinstant.ssiSubjectOu..

tis-event-score

dstPort.domainOutbound...

activeDirectory-event-sc.

Fullscreen  Share  Clone

2 Edit

Scoring: amount of score>0 per adeEventType

tls

registry

active_director rocess
v i f

ile

authentication

aggr_event.userPass...
aggr_event.userAcco...

aggr_event.userAcco...

® aggr_event.userAcco.

Hit
Miss.

9-14 0000 2022-09-16 0000

per 3 hours

2022-09-20 0000

Dashboard Scoring and model cache

Model cache: hit

Fullscreen  Share  Clone & Edit

@ domain ja30utbound.tls

@ dstPortja30utbound.tls
dstPort.sslSubjectOutbou...

® ssiSubjectja30utbound.tis

startinstant ja30utbound...

startinstant.ssiSubjectOu

dstPort.domainOutbound...

31200 2022-09-1400:00 2022-09-14 1200 2022-09-15 O

2022-09-1512:00 2022

600:00 2022-09-16 1200 20

2022-08-1712:00
per 3 hours

Model cache: miss.

2022-09-18 00:00

2022-09-18 1200

9-141200  2022-09- 2022-09-1512:00 20 2022-09-16 1200 2022-09-1700:00 2022-09-17 12:00

per 3 hours

Model cache: empty model

18 00:00

2022-00-

200000 @ startinstant.userld.active...

@ dstMachineNameRegexC...

2022

domain ja30utbound.tis
dstPort ja30utbound.tis
dstPort.ssISubjectoutbou...
ssliSubject ja30utbound.tls

startinstant. ja30utbound...

startinstant.ssISubjectOu

dstPort.domainOutbound...

startinstant.userld.active...

dstMachineNameRegexC..

domain.ja30utbound.tls
dstPortja30utbound.tls
dstPort.ssISubjectOutbou.

2022

4 00:00

151200 2022-09-1600:00  20;

161200 2022-09-1700:00  2022-09-17 1200

per 3 hours

000 2022-09-18 12:00

ssISubject ja30utbound.tls

2022-09-191200 2022

startinstant ja30utbound...

2. Adjust the time range on the top-right corner of the page to view the statistics.
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v Sep 20,2022 @ 11:13:25.78 - Oct 20, 2022 @ 22:26:51.57

Quick select < >

Last v 30 days v Apply

Commonly used

Today Last 24 hours
This week Last 7 days
Last 15 minutes Last 30 days
Last 30 minutes Last 90 days
Last 1 hour Last 1 year

Airflow

Airflow is a tool for describing, executing, and monitoring the UEBA tasks. In Airflow, a DAG is a
collection of all tasks you want to run, organized based on the schemas that reflects their relationships
and dependencies. For example, schemas such as Active Directory, Authentication, File, Process, TLS
and Registry. Each schema is divided into two:

. Indicator DAG which is responsible to read events from broker and score the events based on
the models.
. Model DAG which is responsible in building the models.

You can monitor the scheduled task by seeing how many tasks are successful, failed, or currently
running.

There are several DAGs and each DAG is a workflow.

To monitor UEBA service tasks, perform the following:

1. Go to Airflow.
The DAGs view is displayed.
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Search:
e o Schedule Owner Recent Tasks © LastRun @ DAG Runs © Links
o IRECTORY_indicator_ueba_flow [ | Aiflow o0 @)(7) 20240403 14:00 @ @0 o ®
%} ACTIVE_DIRECTORY_model_ueba_flow [ ] Aiflow ® 2024-04-0223:00 @ ® o s ®
[} AUTHENTICATION.indicator_ueba flow [ ] Aflow (00} w)(0) 202404031400 © ®E R X A ®
(] AUTHENTICATION_model_ueba_flow [ ] Airfow ® 2024-04-01 23:00 @ ® Oe®aB A ®
[ FILE indicator_ueba_flow [ ] Aiow ® +) 20240403 14:00 © ®0O CesunAE ®
G FILE_model ueba flow ] Aiiow ® 202404022500 @ ® OesunAE ®
9] PROCESS_indicator_ueba_flow [ | Aiflow (00} 2024-04-03 14:00 @ @O oew A s e
(7} PROCESS_model_ueba_flow [ore | Aifiow (0} 2024-04-0223:00 @ ® ol X JNIPN ®
] REGISTRY_indicator_ueba_flow [iore | Aiflow (010 B @O o 1 A ®
] REGISTRY_model_ueba_flow [ hone | Airflow (0} 2024-04-0223:00 © ® o 2 A ®
G LS _indicator_ueba_flow [ore ] Aifiow ® 2024.04:03 14:00 @ @ Oe s MM A ®
(<] TLS_model_ueba_flow fore ] Airfow (0) 2024.04-0223:00 @ ® OeBURAS+=C0O
9] input_pre_processing_TLS_ueba flow [ ] Aiflow ® 2024-04-0223:00 @ ® Oe®an A ®
[} maintenance_flow_dag operations [0) 2024-04-25 04:08 @ ® oee A ce
] presidio_upgrade_dag_from_12.4.0.0_to_12.4.1.0 o | Aiflow ® 2024-04-24 11:58 © (0} Oe s b A ®
G presidio [ ] Aifiow ot 4 ®
[} retention_ueba flow [ere ] Aiflow ® 2024-04-03 0000 @ ® o A ®
(] [0 ] Aifiow (00} B 2024.04-03 15:00 @ @0 PR P ®
(] ssiSubject_hourly_model_ueba_flow [ | Aifflow [©) 2024-04-0223:00 @ ® e s N A ®
<] ssiSubject_hourly_ueba_flow oo ] Airfow ®0 B W) 202404031200 ® @0 OesmBAS ®
] userld_hourly_model_ueba_flow [one ] Aifow ©) 2024-04-0123:00 @ ® Oe® N A ®
G userld_hourly_ueba flow = Aiflow ® . OGO 2204021600 © @O [ RN S0

‘Showing 110 22 of 22 entries

Hide Paused DAGS

2. In the DAG Runs section, see the status of the tasks. For example, how many tasks are successful,
failed or currently running.

3. To view the different tasks associated with the DAG, click Tree view.
The Tree view of the DAG is displayed.

ACTIVE_DIRECTORY _indicator_ueba_flow none

* Graph View MToskDuraton W TaskTres  ALandngTmes & Gant

Details % Code O Refresh @ Delete

Base date:  2019-07-11 22:00:00 Number of runs: 25 v Go

) (@] [ ] Operator @ tor @ InputOperator @ O shortCircuitoperator @ perator Ml sucoess [l running [l failed [ skipped [H] rescheduied [ retry [l queued [ no status
ot e

Omral

(QACTIVE_DIRECTORY_model_trigger_dagrun
@ hourly_ACTIVE_DIRECTORY_feature_aggregations
@ rouy_ACTIVE_DIRECTORY_feature_aggregatons_sequentalsensor
Qiade_scoring_hourty_short_cicuit
@input ACTIVE_DIRECTORY
@ sdapter_ACTIVE_DIRECTORY
(O adapter_ssnsor_ACTIVE_DIRECTORY
@ acapter_ACTIVE_DIRECTORY _saquental_sensor
@ it ACTIVE_DIRECTORY_saquential_sensor
Q) ad_scorng_ourty_short_circuit
@ hourly_ACTIVE_DIRECTORY._score_aggregations
@ hourly_ACTIVE_DIRECTORY_score_aggregations_ssquental_sensor
Q) sce_scoring_hourly_short_sicut

O . sooring_houry_short_cirut

4. To view the DAG’s dependencies and the current status of a specific task, in the DAG, click Graph
view.
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\CTIVE_DIRECTORY _indicator_ueba_flow nono

@TeeView  MTaskDuaton WTaskTies  AlanongTines EGat [Deis  #Coe  ORefesh  @Deets

I Base cate: 2019.07.02050001 Numberofrns:| 25 ¥ |Run tg_201907.02T05000040000 ¥ Layout| LetoRight ¥ | Go

.

] ..

ACTIVE_DIRECTORY. e tigger cagrn

For detailed information about the specific task, click Task and click Task Instance Details.

aJAiflow  DAGs  Data g~ Brow Admin~ D About -

adapter_ACTIVE_DIRECTORY m on 2019-07-17705:00:00+00:00

[ | e |

B 7= [ e [ psveam [ Dowmeveanm | Recuave |

(7o e e o

The Task Instance Details view is displayed.
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AZAiflow DAGs DaProfing- Browses  Admin-  Docs-  About

Gantt

#GaphvView  #TreeView  TaskDuaon W TaskTries A Landing Times Detals 4 Code  SRefiesh  ® Delete

3 adapter_ACTIVE_DIRECTORY | 201.07-17 050000

MRS ® Rondored Template % Log  # XCom

Task Instance Details
Dependencies Blocking Task From Getiing Scheduled

Dependency Reason

TriggerRule  Task's trigger rule 'all success’ requires all upstrean tasks to have succeeded, but found 1 non-success(es). upstrean_tasks_state={'skipped’: oL, “done’: 1L

Upstrean_task_ids=set(['adapter_sensor_ACTIVE DIRECTORY', ‘adapter_ACTIVE DIRECTORY_sequential_sensor'])

, successes’: 1L, 'failed’: oL, 'upstrean_failed: oL L ttotal': 2,

Atrbute: bash_command

Jusr/bin/3ave —Kns2048n -Xnx20d8n -Duser. timezons

_Jar -Dloader. main=p: org. spring boot. Loader. PropertiesLauncher run —-fixed_duration_strategy 3699.9 --schema ACTIVE_DIRECTORY

Task Instance Attibutes

Atribute Value

dag_id ACTIVE_DIRECTORY_indicator_ueba_flow

duration Hone

end_date Hone

execution_dale 2019-67-17705:00:00400:00

executor_config 3

generate_command <function generste_comand st ox7fd17437850>

hostname

s_premature False

job_ia Hone

key ("ACTIVE_DIRECTORY_indicator_ueba_flow', 'adapter_ACTIVE DIRECTORY', <Pendulum [2019-07-17705:00:00+80:00]>, 1)
log <logging.Logger object at 0x7£d181381390>

log_flepath /var/1og/netuitness/presidio/3p/airflon/ 10gs/ACTIVE DIRECTORY_indicator_usba_flow/adapter_ACTIVE DIRECTORY/2019-07-17725:00:00+00:00. 1og
log_url http:// a8 1d=ACTIVE DIRECTORY indicator usba floudtask id=adapter ACTIVE DIRE

;- ACTIVE_DIRECTORY _indicator_ueba_flow nore Lo ]

To view the logs of the specific task, click Log.

Data Profiing - Admin~ About-

)AG: ACTIVE_DIRECTORY_model_ueba_flow none T

#GaphView @ TreeView  MiTaskDuation  WTaskTres  AlandingTimes E:Gantt  iEDetals % Code DRefiesh  ® Delete

nstance: daily_ACTIVE_DIRECTORY_aggr_model_accumulate_aggregations  2015-07-16 25:0000

® TasInsance Dotals  ® Rondered Tamplato ®xcom
Log by attempts

“++ Reading local file: /var/Log/netuitness,/presidio/3p/airlon/1ogs/ACTIVE DIRECTORY_model_ueba_flon/daily_ACTIVE DIRECTORY_aggr_mode]_accumulate_aggregations2019-07-16723:80:00430:00/1.1og

[2015-07-17 05:54:56,517] {nodels.py:1359) TNFO - Dependencies all met for <TaskInstance: ACTIVE_DIRECTORY._model_ueba_flow.daily_ACTIVE_DIRECTORY_agar_model_sccunulate_aggregations 2019-97-16123:00:00+09:00 [queued]>
[2019-07-17 05:54:56,573] {nodels.py:1359) INFO - Dependencies all met for <TaskInstance: ACTIVE_DIRECTORY model_ueba_flow. daily_ACTIVE DIRECTORY_ager_model_sccunulate_aggregations 2019-07-16123:00:00+0:00 [queued]>
[2019-07-17 05:54:56,573] {nodels.py:1571} TNFO -

Starting attempt 1 of 5

[2018-07-17 05:54:56,600] {nodels.py:1593} INFO - Executing <Task(AggrtiodelAccumulaterger
[2019-07-17 05:54:55,600] {base.t: 118} INFO - Running: ['bash’,

[2015-07-17 05:54i57,684] {base_task_rumner. py:101} INFO - Job 29566: Subtask
[2015-07-17 05:54:58,542] {base_task_rumner. py:101) INFO - Job 29566: Subtask
[2015-07-17 05:54:58,746] {base_task_rumer. py:101} INFO - Job 29566: Subtssk
[2015-07-17 05:54:58,747) {base_task_rumner. py:101} INFO - Job 29566 Subtask
[2015-07-17 05:54:58,748] {base_task_runner. py:101) INFO - Job 29566: Subtask
[2015-07-17 05:54:58,748] {base_task_rumer. py:101) INFO - Job 29566: Subtssk

regationsoperaton): daily ACTIVE_DIRECTORY_agsr_nodel_sccurulate_aggregations> on 2019-07-16T23:00:00+09:00

~c', 'airflou run ACTIVE DIRECTORY model_ueba_flow daily_ACTIVE DIRECTORY.sggr_model_accunulate_sggregations 2013-07-16T23:00:00400:00 --job_id 29566 --pool spring boot_jar_pool
[2015-07-17 05:54:57,682] {settings.py 174} THFO - settings.configure orn(): Using pool settings. pool_sizes108, pool_recycles1seo, pide1ssss
[208-07-17 05:54:58,541] {_init_.py:51) INFO - Using executor Localexecutor

[2039-07-17 05:54:58,742] {configuration.py:255) WARNING - section/key [rest_spi_plugin/log_loading] not found in config

[2019-07-17 05:54:58,743] {configuration.py:255) WARNING - section/key [rest_api_plugin/filter_loading messages_in cli_response] not found in config

[2019-07-17 05:54:58,743]

[2019-07-17 05:54:58,743]

[2015-07-17 05:54:59,041) {base_task_rumner. py:101} INFO - Job 29566 Subtask [2019-07-17 05:54:59,033]
[2015-07-17 05:54:59,259] {base_task_runner. py:101) INFO - Job 29566: Subtask [2019-07-17 05:54:59,257]
[2019-07-17 05:54:59,522] {base_task_rumner. py:101) INFO - Job 29566: Subtask [2019-07-17 05:54:59,519]

[2015-07-17 05:54:59,538) {base_task_rumer. py:101} INFO - Job 29566 Subtask
[2015-07-17 05:54:59,553] {base_task_rumner. py:101) INFO - Job 29566: Subtask
[2015-07-17 05:54:59,580] {base_task_runner. py:101) INFO - Job 29566: Subtask
[2035-07-17 05:54:59,601) {bse_task_rumer. py:101} INFO - Job 29566: Subtssk
[2015-07-17 05:54i59,618] {base_task_rumner. py:101} INFO - Job 29566: Subtask
[2015-07-17 05:54:59,644] {base_task_rumner. py:101) INFO - Job 29566: Subtask
[2015-07-17 05:54:59,660) {base_task_rumer. py:101} INFO - Job 29566 Subtssk
[2019-07-17 05:54:59,673] {base_task_rumner. py:101) T Subtask
[2015-07-17 85:54:59,689] {base_task_rumner. py:101) INFO Subtask
[2019-07-17 05:54:59,726] {base_task_rumner. py:101) INFO - Job 29566: Subtask
[2015-07-17 05:54:59,756] {base_task_rumner. py:101} INFO - Job 29566 Subtask
[2015-07-17 05:54:59,772] {base_task_runner. py:101) INFO - Job 29566: Subtask
[2019-07-17 05:54:59,786] {base_task_rumner. py:101) INFO - Job 29566: Subtask
[2015-07-17 05:54:59,802) {base_task_rumer. py:101} INFO - Job 29566 Subtssk
[2015-07-17 05:54:59,819] {base_task_runner. py:101} INFO - Job 29566 Subtask
[2015-07-17 05:54:59,836] {base_task_runner. py:101) INFO - Job 29566: Subtask
[2015-07-17 05:54:59,86] {bse_task_rumer. py:101} INFO - Job 29566 Subtssk
[2019-07-17 05:54:59,88] {base_task_rumner. py:101) I Subtask
[2015-07-17 05:55:00,080] {base_task_runner. py:101) INFO - Job 29566: Subtask

[2019-07-17 05:54:59,639]
[2019-07-17 05:54:59,658]
[2019-07-17 05:54:59,673]
[2019-07-17 05:54:59, 688]
[2019-07-17 05:54:59,725]
[2019-07-17 05:54:59,755]
[2019-07-17 05:54:59,771]
[2019-07-17 05:54:59,785]
[2019-07-17 05:54:59,801]
[2019-07-17 05:54:59,817]

38) W
[2019-07-17 05:54:59,864] {abstract_dag_factory.py:38) TNFO - register dag_id=3a3
[2019-07-17 05:54:59,897] {abstract_dag_factory.py:38) INFO - register dag_ideretention_ueba_flow

 -sd DAGS_FOLDER/ueba_workflow_crestor.py --cfg_pat,

lbash_operator.py:66: Pendingbeprecationarning: Invalid argunents were passed to Adapter0

Note: After you begin to run a DAG, schemas cannot be removed from UEBA, otherwise the process
will stop. For more information see, "Troubleshooting UEBA Configurations' topic in the
UEBA Configuration Guide..
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Reference

This section provides information about the NetWitness UEBA user interface.

Overview Tab

The Overview tab provides an initial view into the recent and most important user or network entity
activities in the environment. Each panel shows either prioritized incidents for investigation or
consolidated metrics reflecting potential risks to the enterprise.

Workflow

You are here

Take Action to
Resolve the Issues
found

View Top Users or Investigate Details MM Determine the Result ==
Top Alerts [ for Users and Alerts of the Investigation

What do you want to do?

T T )

UEBA Analyst View top ten high-risk users or network entities.* Identify High-Risk
User or Network
Entity

UEBA Analyst View risky user or network entities, and watchlist or Identify High-Risk

network entities.* User or Network

Entity

UEBA Analyst View user based on alert type and indicator. Identify High-Risk
User or Network
Entity

UEBA Analyst Investigate alerts in my environment. Investigate Top
Alerts

UEBA Analyst Begin an investigation of critical alerts. Investigate Top
Alerts

UEBA Analyst Sort alerts to focus my investigation. Filter Alerts

UEBA Analyst Investigate threat indicators. Investigate Events

UEBA Analyst Export alert data. Manage Top Alerts

*You can complete the tasks here.
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Related Topics
e Begin an Investigation of High-Risk User Or Network Entity

e Investigate Top Alerts

e Filter Alerts

e Manage Top Alerts

Quick Look

The following figure shows the Overview tab.

NETWITNESS Respond  Users  Hosts  Fle 5 B

nvestigale b7 D dmin
OVLRVICW ENTITIES LER 1 UEBA-250-162 - UEBA Ser....

TOP ALERT All Entities Last 3Months

USERS

OP RISKY USEF
CRITIC

ata Last7 Days

®OOOO®®::

The Overview tab consists of the following panels:

Top Risky User or Network entities panel

Top Alerts panel
Alerts Severity panel

Top Risky User or Network Entity Panel
The High Risk User or Network entities panel lists the top ten high-risk users or network entities along
with the user or network entity score.

In this example, the following table describes the high risk users panel elements.

S

Risky All user or network entities with a risk score
greater than 0.

Watched All user or network entities who are currently
flagged as Watched.
Total Users All user or network entities in the network.
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T S

User or Network entity name The name of the user or network entity.

User or Network Entity Score The score of the user or network entity, with the
color indicating the severity of the score.

* red indicates critical
* orange represents a high risk
¢ yellow indicates a medium risk

e green represents a low risk

Top Alerts Panel

The Top Alerts panel displays a list of alerts for the associated user or network entity, severity, alert
creation date, and number of indicators. The list consists of the top ten alerts in the Last 24 Hours, Last 7
days, Last 1 Month and Last 3 Months.

The following table describes the top alerts panel elements.

N ==

Severity Icon The alert severity icon. The options are Critical,
High, Medium, or Low.

Alert Name The name of the alert.

Alert Creation Date The date when an alert is generated.

Number of Indicators The number of indicators associated with the
alert.

Alerts Severity Panel
The Alert Severity panel graphically displays the number of alerts.

The following table describes alert severity panel elements.

Mo Jpsecrpn

Severity level The severity is color coded, where red indicates a Critical alert, orange represents a
High risk alert, yellow indicates a Medium risk alert, and green represents a Low
risk alert. For example:

Critical High M Medium
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Entities Tab

The Entities tab is a proactive threat hunting console. You can use behavioral filters to build use-case
driven target lists, and to continuously monitor the environment for specific risky behavior patterns.

Workflow

You are here

Take Action to
Resolve the Issues
found

|

|

|

: View Top Users or Investigate Details MM Determine the Result SN
| Top Alerts Wl for Users and Alerts of the Investigation

|

|

|

What do you want to do?

T T ey

UEBA Analyst View high-risk users or network entities*. Identify High-Risk
User or Network

Entity

UEBA Analyst View user or network entity based on alert type and Identify High-Risk
indicator®. User or Network

Entity

UEBA Analyst Begin an investigation of high-risk user or network Begin an
entities. Investigation of
High-Risk User Or

Network Entity

UEBA Analyst Take action on high-risk users or network entities™. Take Action on
High-Risk User or

Network Entity

UEBA Analyst Export high-risk users or network entities*. Export a list of High-
Risk User or

Network Entity

UEBA Analyst Begin an investigation of critical alerts. Investigate Top
Alerts

UEBA Analyst Investigate threat indicators. Investigate Events

*You can complete the tasks here.

Related Topics
e Begin an Investigation of High-Risk User Or Network Entity

e Investigate Top Alerts
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o Filter Alerts

e Investigate Events

e Export a list of High-Risk User or Network Entity

Quick Look

The following figure shows the Entities tab.

NETWITNESS wvestigate  Responc Hosts  Files oty : %

wirw etmes s Uesmiat Ummaserr o] [sochEnty |
Y Filters USERS (365) 0 Critical h 15 Medium | 348 Low ©Add All ToWatchList | | [ |

RISK SCOREY, NAME WATCHED  ADMINISTRAT..  ALERTS TRENDING LAST 24 HOURS  TRENDING LAST 7 DAY<
SAVED FILTER

Select
. 137 Jasmine King 20 Alert: +1 1

ENTITY TYPE

USERS
105

O Risky (152)

Select

ALERTS @

Select

INDICATORS

O Watchlist (0)
SEVERITY

Select

O,

Reset \ Save as..

The Users tab consists of the following panels:

Filters panel

Risk Indicator Panel
User or Entity List panel

Filters Panel

The Filters panel lists two pre-defined filters, with the number of users associated with each in
parentheses, and the list of behavioral profiles that are saved as favorites.

Saved Filter Previously saved behavioral filters.
Entity Type Entity type such as Users and SSL.
Risky User or All user or network entities with a risk score greater than 0.

Network Entities

Watchlist User All user or network entities that are currently flagged as Watched.
or Network
Entities

Severity Severity type, such as critical, high, medium and low.
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Alerts Any of the existing alert types that describe the supported distinct use cases (Brute
Force Attempt, Snooping User, Abnormal AD Change, Data Exfiltration).

Indicators Any of the existing behavioral features modeled by NetWitness UEBA. This filter
can also be used to target only alerts from a specific data source or application.

Reset Reset the filter.

Save as Save the filters as favorites.

Risk Indicator panel

The Risk indicator provides a severity-based breakdown of the target user or network entities.

1 CRITICAL 2 HIGH || O MEDIUM 283 LOW

The following table describes the risk indicator panel elements.

Critical
High
Yellow Medium

Low
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Entities List Panel

The Entities List panel displays the list of all the user or network entities in your environment along with
the user or network entity score and number of alerts associated with the user or network entity.

The following table describes the Entities List panel elements.

Username or The name of the user or network entity.

Network entity

name

Score The user or the network entity.

Number of The total number of alerts generated for the user or network entity.

alerts

Sort by The Sort by drop-down menu allows you to select the sorting method for the list.
The options are: Risk Score, Name, Alerts, Trending last 24 hours, and Trending last
7 days.

Export Export a list of all user or network entities and their scores in a .csv file format.

Add All to Adds all user or network entities in the filtered view to the watchlist.

Watchlist

Search Entity Searches for a user name or a network entity that you typed, allows you to select it
from the list that is displayed matching your entry.

Alerts Tab

The Alerts tab displays details about all alerts in your environment. You can view forensic information
about suspicious activity in your environment that is based on a specific timeframe.

Workflow

You are here

Take Action to
Resolve the Issues
found

|
|
|
: View Top Users or Investigate Details MM Determine the Result SN
| Top Alerts Wl for Users and Alerts of the Investigation

I [
I [
I [

What do you want to do?

T T )

UEBA Analyst Investigate alerts in my environment®. Investigate Top

Alerts
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UEBA Analyst Sort alerts to focus my investigation™. Filter Alerts
UEBA Analyst Investigate incidents based on threat indicators™. Investigate Events
UEBA Analyst Share alert data in spreadsheet format. Manage Top Alerts

*You can complete the tasks here.

Related Topics

e Investigate Top Alerts

e Filter Alerts

e Investigate Events

e Manage Top Alerts

Quick Look

NETWITNESS n e Respond Users  Hosls Dashhoard Reports o} ¥ @

Y Filters Alerts (1,337) 533 Critical |41 Medium | 732 Low

ALERT NAME ENTITY NAME START TIME INDICATOR COUNT
ENTITY TYPE

AllEntites 0000 v ALERTS STARTS FROM JUL 16 2023
SEVERITY Low Akiko Sakamoto

Akiko Sakamoto
ENTITY NAME

= Enter Entity Name ALERTS STARTS FROM JUL 152

| Low N0 r Akiko Sakamoto 07/15/2023 03:00:00 pm
FEEDBACK
I Low Snc Akiko Sakamoto 07/15/2023 02:00:00 pm 2

INDICATORS | Low un Keys Harriso Nguyen 07/15/2023 10:00:00 am

ALERTS STARTS FROM JUL 14 2023
DATE RANGE @) custompate

I MEDIUM X s Akiko Sakamoto 07/14/2023 04:00:00pm 3
LAST 3 MONTHS

| MeDIUM Akiko Sakamoto

| meDIUM

| MEDIUM Snooping Us: Akiko Sakamoto 07/14/202301:00:00 pm 2
ALERTS STARTS FROM JUL 122023

| Low O ser Ali Freeman 07/12/2023 09:00:00 am

The Alerts tab consists of the following panels:

Filters panel
Alerts panel

Filters Panel

Use the filters panel to refine your investigation of alerts. The filters are automatically applied as you
make your selections. You can reset all currently set filters by clicking Reset.

The following table describes the filters types.
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o Lown Lo

Entity Type

Severity

Entity Name

Feedback

Indicators

Date Range

Alerts Panel

Filters the list of
alerts to include
only alerts for a
specific user
name.

Filters the list of
alerts to include
alerts for one or
more severity
levels.

Enter an entity
name to filter
the alerts.

Filters the list of
alerts to include

alerts for one or

more feedback

types.

Filters the list of
alerts to include
alerts for one or
more indicators.

Filters the list of
alerts to include
alerts created
during a specific
time range.

All Entities, Users, and SSL

Critical, High, Medium, or Low.

Examples of entity name are:

e Alex Lane

James Wilson

James Smith

James Morton and so on.

Select All, No Feedback, or Not a Risk.

Examples of indicators are:
e Active Directory - Abnormal Logon Time
* Authentication - Logged onto Multiple Computers

e Multiple File Access Failures

Last 7 days, Last 2 weeks, Last 1 month, Last 3 months,
Last 6 month or specified range.

The Alerts panel displays the following information for each alert:

e Severity Icon: An icon next to the alert name that indicates the severity level of the alert.

e Alert Name: The name of the alert and the alert timeframe.

¢ Entity Name: The name of the entity that generated the alert.

e Start Time: The date and time when this alert was first detected.
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¢ Indicator Count: The number of unique behavior anomalies (indicators) associated with the alert.

* Feedback: Indicates if a feedback value assigned for the alert.

At the beginning of each alert line is an arrow that expands the alert to display additional details. When
you expand, the following fields are displayed:

* Indicator Name — The name of each unique indicator that is associated with the alert.

e Anomaly Value — The indicator’s value, representing the deviation amount or value as it differs from
the user’s normal behavior.

* Data Source — The type of data where the indicator was found.

e Start Time — The date and time when this indicator was first detected.

The data that is currently displayed in the central pane can be exported to a .csv file by clicking Export
at the top right of the pane.

User or Network Entity Profile View

The User Network Entity Profile view provides detailed information about all alerts and related
indicators of a user or network entity.

Workflow

You are here

Determine the Result Take Action to

|

|

|

. . |
Investigate Details

& — Resolve the Issues

|

|

|

|

for Users and Alerts

View Top Users or

Top Alert f the | tigati
op Alerts of the Investigation found

What do you want to do?

T T ey

UEBA Analyst View high-risk user or network entities* Identify High-Risk
User or Network

Entity

UEBA Analyst Begin an investigation of high-risk user or network Begin an
entities* Investigation of
High-Risk User Or

Network Entity

UEBA Analyst Take action on high-risk user or network entities. Take Action on
High-Risk User or

Network Entity
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User Role Documentation

UEBA Analyst Export high-risk user or network entities. Export a list of High-
Risk User or
Network Entity

UEBA Analyst Begin an investigation of critical alerts* Investigate Top
Alerts

UEBA Analyst Investigate threat indicators. Investigate Events

UEBA Analyst View Modeled Behaviors for users View Modeled
Behaviors

*You can complete the tasks here.

Related Topics

e Begin an Investigation of High-Risk User Or Network Entity

e Investigate Top Alerts

e Filter Alerts

* Investigate Events

e Export a list of High-Risk User or Network Entity

¢ View Modeled Behaviors

Quick Look

ALERTS
2

ALERTS

SORT BY

Severity 9

o Groups| Hourly

Users Hos )ashboa

TRENDING DATA (HOURS)  TRENDING DATA (DAYS)

+0 Last 24 Hours +40 Last 7 Days © Watch Profile

Mass Changes to Groups | Critical 88 NotaRisk

CONTRIBUTION IN SCORE: 20
SOURCES: AcTr

CRITICAL

Alert Overview »

d

Multiple Group Membership Chan
Alert Flow

®

Multiple Active Directory Object Ch

% | Abnormal Active Directory Change Time (2020-09-1...

% | Multiple User Account Cha

User Password Reset ()

User Account Disabled ()

User Account Unlocked ()

CRITICAL
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NETWITNESS tigat Responc Users Host: Dashboard

Liam Jones ALERTS TRENDING DATA (HOURS) TRENDING DATA (DAYS)

UEEES 2 +0 Last 24 Hours +40 Last 7 Days @ WHERETD ®

ALERTS s Vilzss ) Groups € < Indicator10f7 > X

SORT BY
INDICATOR 1 - Liam Jones has succ uted multiple changes to groups
Severity CONTRIBUTION TO ALERT
ANOMALY VALUE
DATA SOURCE
CRITICAL

Group Changes (Last 30 Days)
Multiple Group Membership Changes (28.0)

@
&

N
]

Multiple Active Directory Object Chal

»
S

Abnormal Active Directory Ch: ime (2020-09-1

=
o]

=
5]

Multiple User Account Changes (10.0)

Sum of Group Changes (Hourly)

@

ord Reset ()
06 Sep 10:00 08 Sep 09:00 09 Sep 10:00 11Sep 09:00 12 Sep 10:00 14 Sep 09:00 15 Sep 10:00

User Account Di
User Account Unlocked () TIME USER NAME NORMALIZED ..  OPERATION TYPE OBJECT NAME
09/15/2020 10:5... liam jones MEMBER_REMOVED_FROM....

Changes to Groups| Hourly CRITICAL
09/15/2020 10:5. liam jones MEMBER_REMOVED_FROM,

09/15/2020 10:5.. liam jones MEMBER_REMOVED_FROM....

NETWITNESS Investig Respond Users  Hosts  Files  Dashboard R s & B admin

< liam Jones AERTS  TRENDING DATA(HOURS)  TRENDING DATA (DAYS)
USERS 2 40 Last 24 Hours +40 Last 7 Days (e WG ®

MODELED BEHAVIORS

(& Active Directory Object C

DATA SOURCE
A-Z I Active Directory

Active_directory Liam Jones has successfully executed Active Directory changes on the below occasions

Active Directory Object Changes (Management Operations)
09/

Active Directory Object Management (Operation Type)
L2020 Active Directory Object Changes (Last 30 Days)

d Account Chan
09/15/2020

20

10

0
05 Sep 09:00 08 Sep 09:00 11Sep 09:00 12 Sep 10:00 14 Sep 09:00

Sum of Object Management Operations (Ho

The Users Profile consist of the following panels:

- User Risk Score panel
- Alerts Flow panel

Indicator panel
Modeled Behaviors panel

User or Network Entity Risk Score Panel

The User or Network Entity Risk Score panel contains the following information:
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R

User Score The user score of the user highlighted based on
the severity.

Alerts The total number of alerts generated for the user
in the last 90 days.

Trending Data (Hours) The trending data for last 24 hours shows the
increase in the user's score in the last 24 hours.

Trending Data (Days) The trending data for last 7 days shows the
increase in the user's score in the last 7 days.

Alerts The following information is displayed:
* alert names
e severity level icon
 start date and time for the alert
 timeframe of the alert (Hourly)
« risk score of the alert (+20)

¢ list of alert indicator names and the number of
times the indicator events occurred.

Sort by The alerts are sorted based on Severity and Date.
By default, it is sorted by severity.

Alert Flow Panel
The Alert Flow panel displays the following information:

N S

Alert name The name of the alert.

Time frame The timeframe of the alert (hourly).
Severity level The severity of the alert.

Contribution in score The contribution to the user score value (for

example, +20).

Sources The data sources for the alert (for example,
Active Directory).

Tamerlane graph The timeline of events that are related to the
formation of the alert.
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Indicator Panel

Click on a graph icon in the Alert Flow panel to open the Indicator panel. The following table describes

the indicator panel elements:

Description

Indicator The name of the indicator with timeframe of the
indicator in parentheses. For example, Multiple
Group Membership Changes (Hourly).

Contribution to Alert The alert contribution percentage.
Anomaly Value The anomaly value.
Data source The data source from where the alert is triggered.

In the Indicator panel the events table list events specific to the data sources.

espond Users Host Files Dashboard

Active Directory Changes Last 30 Days)

0
01Au£09:00 02Au509:00 03AuE09:00 04Aug09:00 05 Aug09:00 06 Aug09:00 07 Aug09:00

e Common events for User Entity

The following tables list events specific to all the data sources.

08 Aug09:00 09 Aug09:00 10 Aug09:00 11 Aug09:00

Event Name Description

Time The date and time when an event is
triggered.

Username The name of user for whom an indicator

is triggered.

Normalized user name The name of user for whom an indicator

is triggered.

Operation Type The action performed by the user. For
example, Member Added To Group.

Reference

98



NetWitness UEBA User Guide

Result The status of the action performed by
the user.

¢ Windows File Servers

The following tables list events specific to Windows file servers.

Source Folder Path Absolute folder path of a file for which
an event is triggered.

Source File Path Absolute file path for which an event is
triggered.

¢ Active Directory

The following tables list event specific to Active Directory.

Object Name Object name defined in the Active
Directory.

¢ Logon Activity

The following tables list events specific to Logon Activity.

Computer Host name from where an event is
triggered.

¢ Process

The following tables list events specific to Process.

Machine Name Name of the host from where this event
is triggered for the user.

Source Process Process triggered by the event
Destination Process Process triggered by source process.
e Registry

The following tables list events specific to Registry.
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Machine Name

Process Directory

Process File Name

Registry Key Group
Registry Key
Registry Value Name

Operation Type

Network Entities

The following tables list events specific to SSL Subject.

Name of the host from where this event
is triggered for the user.

Absolute directory path of the process
for which an event is triggered.

Process file name for which an event is
triggered.

Type of registry key.
Registry key path.

Registry value name that is created or
modified.

The action performed by the user. For
example, Member Added To Group.

Source 1P

Destination IP

Destination Country

SSL

Destination Organization

Domain

Destination Port

Source Netname

Number of Bytes Sent
Destination ASN

Destination Netname

Number of Bytes Received

The IP address from which network data
1S sent.

The IP address to which network data is
sent.

The country name to which the network
data is sent.

The SSL Subject.

The organization name where the
network data is sent.

The domain name to which the network
data is sent.

The port number to which the network
data is sent.

The name of the source netname.

The number of bytes sent.

The name of the destination netname.

The number of bytes received.
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Modeled Behaviors Panel
The Modeled Behaviors panel displays the following information:

R

The following information is displayed:

e The data source names

Modeled Behaviors

e The date of the user's last activity
 Description of the Modeled Behaviors.

The data source can be selected from the drop-

Data Source
down menu.

The Modeled Behaviors are sorted based on date
and alphabetical order. By default, it is sorted by
alphabetical order.

Sort by
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Appendix: NetWitness UEBA Windows Audit Policy

To achieve maximum benefit from NetWitness UEBA, NetWitness recommends that you implement the
Windows audit policies described here.

For a base set of policies to audit, see the "Windows Server 2016, Windows Server 2012 R2, Windows
Server 2012, Windows Server 2008 R2, and Windows Server 2008 Audit Settings Recommendations"
section of this article from Microsoft: Audit Policy Recommendations.

The policies under "Stronger Recommendation" are required, and the following policies, to ensure that
all of the required Authentication and Active Directory events are audited:

e Audit Detailed File Share

e Audit File Share

e Audit File System

NetWitness recommends that you enable auditing for both success and failures.

The following Windows events must be audited:

For the Authentication models:

4624 4625 4769 4628

For the AD models:
4670 4717 4720 4722 4723 4724 4725 4726
4727 4728 4729 4730 4731 4732 4733 4734
4735 4737 4738 4739 4740 4741 4742 4743
4754 4755 4756 4757 4758 4764 4767 4794
5136 5376 5377

For File Access Models:

4660 4663 4670 5145
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