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NetWitness Respond Process

NetWitness Respond collects alerts from multiple sources and provides the ability to group them
logically and start an Incident Respond workflow to investigate and remediate the security issues raised.
NetWitness Respond enables you to configure rules that automatically aggregate alerts into

incidents. Alerts are normalized by the system to a common format to provide users with a consistent
view for the rule criteria regardless of the data source. You can build query criteria based on the alert
data with the ability to query on fields that are common as well as specific to data sources.

The rule engine allows you to group similar alerts together into an incident so that the investigation and
remediation workflow can be shared across a set of similar alerts. You can create rules that can group
alerts into incidents depending on a common value they share for one or two attributes (for

example, source hostname) or if they are reported within a limited time window (for example, alerts that
are within four hours of each other).

If an alert matches a rule, an incident is created using the criteria. As new alerts are ingested, if an
existing incident was already created that matched those criteria, and that incident is not "in progress"
yet, the new alerts continue to be added to the same incident. If there is no existing incident for the
grouped value (for example, the specific hostname) or the time window, a new incident is created and
the alert is added to it.

You can have multiple incident rules. The rules can either group alerts into incidents or suppress alerts
from being matched by any rule. The rules are ranked top-to-bottom and only the first rule to match an
incoming alert is used to include that alert in an incident. The incidents provide a context for the alerts,
provide tools to record the investigation status, and track the progress of associated tasks.

The stages in the NetWitness Respond process are:
e Generate Incidents & Alerts
* Automatic Alert & Incident Generation
e Manual - New Incident Creation from Investigate > Events or Respond > Alerts

* (Optional) Manage Incidents in Archer Cyber Incident and Breach Response (If you manage
incidents in Archer instead of in NetWitness Respond, the process ends here.)

e Triage Incidents & Alerts
* Review Prioritized Incident List in Respond
* Review Prioritized Incidents & Alerts on Springboard
e Review Prioritized Alerts List
* Work an Incident
* Select & Investigate Incident
* Investigate Alerts & Events
e Analysis: Visualize, Reconstruct, and View Text
e (Optional) Pivot & Expand Investigation
¢ (Optional) Add Additional Events to Incident

9 NetWitness Respond Process
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¢ Escalate, Remediate, or Close the Incident

e Create & Assign Tasks

e Track Tasks to Closure

¢ (Optional) Send Incidents to Archer Cyber Incident & Breach Response. (In NetWitness version
11.2 and later, if Archer is configured as a data source in Context Hub, you can send incidents

to Archer Cyber Incident & Breach Response.)

NetWitness Respond Workflow

The following figure shows the high-level NetWitness Respond workflow process.

Generate Incidents
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NetWitness Respond Process
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Responding to Incidents

An Incident is a logically grouped set of alerts created automatically by the Incident Aggregation Engine
and grouped by a specific criteria. An incident, available in the Respond view, allows an Analyst to
triage, investigate, and remediate these groups of alerts. Incidents can be moved between users, notated,
and explored using a nodal graph. Incidents allow users to ensure that they understand the full scope of
an attack or event in their NetWitness system and then take action.

The Respond view is designed to help you quickly identify the ongoing issues in your network and work
with other Analysts to quickly solve the issues.

The Respond view presents Incident Responders with a queue of incidents in severity order. When you
take an incident from the queue, you receive relevant supporting data to help you investigate the
incident. This enables you to determine the incident scope so you can escalate or remediate it as
appropriate.

Within the Respond view, you can see Incidents, Alerts, and Tasks:

e Incidents: Enables you to respond to and manage incidents from start to finish.

e Alerts: Enables you to manage alerts from all sources received by NetWitness and create incidents
from selected alerts.

e Tasks: Enables you to view and manage the complete list of tasks created for all incidents.
If you navigate to Respond > Incidents, you can see the Incidents List view and from there you can

access the Incident Details view for a selected incident. These are the main views that you use to respond
to incidents. The following figure shows the list of prioritized incidents in the Incidents List view.

NETWITNESS nvestigate Respond

INCIDENTS
Delete | Retention Usage
cREATED PRIORITY & RISKSCORE 1D NAME staTus AssiGNEE ALgrTs
05/05/202002:15:41pm cRmcAL
P E— 05/05/202005:16:05 am CcRiTIcAL
05/05/202005:1504 am CRITICAL
05/05/202005:14:34am cRimIcAL
05/03/202004:28:04 am CRITICAL
05/05/202004:25:04 am cRmcaL
cRiTIcAL
CRITICAL
05/05/202004:26:14am cRmcAL
05/03/202004:26:14am CcRiTIcAL
05/05/202004:26:13am CRITICAL
05/05/202004:20:04am criicaL
05/05/202003:34:50 pm | ricr
05/05/202003:20:29 pm | Hion
05/05/202002:20:26 pm | Hien
05/05/202002:11:58 pm | Hion
05/05/202001:47:24pm | Hien
05/03/202001: | HieH
05/05/202001: | Hion
05/05/202012:30:21pm | Hicn
05/05/202012:20:10 pm | v

Showing 692 out of 692items | 1selected

The next figure shows an example of details available in the Incident Details view.
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NETWITNESS 0 Respond Z He = ashb ort & = 2 ©]

A JOURNAL(4)  TASKs (2

MiLesToNE [ None <

Send to Archer Reviewed the activity and escalating the breach.

8)  FIND RELATED

Icreateda

MiesTonE  [None

We need to meet with the SOC manager ASAP

New Journal Entry

e

The Respond view is designed to make it easy to evaluate incidents, contextualize that data, collaborate
with other analysts, and pivot to a deep-dive investigation as needed. The following figure shows an
example of an event analysis in the Incident Details view.

NETWITNESS stig Respond  Uscrs  Hosls
I Events
High Risk Alerts: ESA for 10.
Network Event Details Packet

Download PCAP | v ‘ @) commonriLepatterns (@ snaoeeyTes @) DISPLAY PAYLOADS ONLY

v SESSION ID SOURCE IP:PORT DESTINATION IP:PORT SERVICE FIRST PACKET TIME LAST PACKET TIME
23 244012 10, 10, 3 80 06/29/2020 01:18:14 pm 06/29/2020 01:18:14 pm

(56)  FIND RELATED

na

IP Source is 10.

Ev 01:19:19 pm
1P Source s 10, CALCULATED PACKET SIZE CALCULATED PAYLOAD SIZE CALCULATED PACKET COUNT
16

5912 bytes 4856 bytes

s Packet1 06/29/202001:18:14.465 pm SEQ 1821682004  PAYLOAD 633Bytes

000624
000640

000656

000672 5 u SESSIONID
000688 1 244012

IP Source i

1P Source is 10.
TiME
E 06/29/202001:18:14 pm
Packet 2 0 4 SEQ 400751594 PAYLOAD OBytes  giz¢
5912

Ev
IP Source i
000000 SO0G3«ELPVO. b

i 000016 . GO oo

IP Source i 3 e 01

PAYLOAD
4856

Ev

IP Source i MEDIUM

1
Packet 3 202001:18:14.465 pm

ETHSRC
000000 8)(00 50 9%

000016 5 9 0048
000032 ) ee < ¥ i R fo. ETHDST
000043 % 3

000064

P t ETHTYPE
200096 2048
000112

IP Source i

IPSRC
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In NetWitness Version 11.4 and later, alerts and incidents are also displayed in the Springboard by
default. Springboard is a landing page for analysts showing them all risks detected by the platform in a
single place. For more information on the Springboard, see "Managing the Springboard" in the
NetWitness Platform Getting Started Guide. Go to the NetWitness All Versions Documents page and
find NetWitness Platform guides to troubleshoot issues.

NETWITNESS i cate Respond Use

@® Last24Hours v

Top Incidents (25) Top Alerts (25) Top Risky Files (25)

Reputation

Respond Persist Data

The primary objective of this feature is to enable you to investigate events for a longer period of time.
When investigating a set of alerts or events, it is important to have the assurance that the underlying data
(raw and meta) will be available for both the length of time it takes to run the analysis, and for historical
look up. From NetWitness Platform Version 11.6, you can persist events that are associated with
particular incidents, thereby enabling you to view the incident in the future, regardless of its age. You
can also add a new journal entry in the JOURNAL tab for the persisted events for future reference. The
event data will always be available for viewing and reconstruction as long as the event is persisted,
enabling you to easily refer back to details, even if the original event has rolled over from the
NetWitness database.

Once you persist an event, the data is copied from the NetWitness database into a long term storage
cache within the data source. You can persist or suspend persist events per incident or per alert within an
incident or a specific event in an alert that belongs to an incident. The roll over in the NetWitness
database does not impact the events that are already saved in the long term cache.

You can:

» You can persist or suspend persist events per incident or per alert within an incident or a specific
event in an alert that belongs to an incident.

e Perform complete event reconstruction for persisted events even after the session is rolled over from
the NetWitness database.

13 Responding to Incidents


https://community.netwitness.com/t5/netwitness-platform-online/netwitness-platform-all-documents/ta-p/676246

NetWitness Respond User Guide

« Filter incidents which has persisted events.

o Suspend persist of all events associated with an incident, even if only a few events persisted in it.

* Remove all associated persisted events by deleting an alert or incident.

This topic contains the following basic Respond Persist Data procedures:

e Customizing Respond Persist Data

e Working with Incident Filters

e Persist and Suspend Persist Events

¢ Change Event Retention

Customizing Respond Persist Data

The persisted events are saved in the directory /var/netwitness/pin-<servicetype>, by default.
You can manually change the event storage location from the default directory to any other directory, as
per the requirement. You can increase the storage space as per your requirement by performing an
Network File System (NFS) mount. For more information on how to perform an NFS mount, see
Configure the Destination Using NFS.

To customize the persist directory:

1. Go to Admin >Services.
The Services page appears.

2. From the Filter pull down menu, select the concentrator and the log decoder services.
The concentrator and log decoder are listed in the Services page.

3. Go to Actions > View > Explore.
The Explore page appears.

4. Go to sdk > config .
The Configuration page appears.

The following table provides information on the default values for each parameter that are configured in
the Configuration page.

S.No Parameter Default Value

1. Long Term Cache Behavior (pin.cache.behavior) fail-on-new

2. Long Term Cache Directory (pin.cache.dir) /var/netwitness/pin-
<serviceType>***

3. Long Term Cache Size (pin.cache.size) 10 GB

2. [Optional]*** In the Long Term Cache Directory (pin.cache.dir), enter the path of the custom
directory where you want to save the persisted events, if you do not want to use the default location. The
default path is /var/netwitness/pin-S<serviceType>.

Note: When you install NetWitness Platform for the first time or upgrade to the 11.6 version, the
directories are pre-configured with default values.

Responding to Incidents 14
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Working with Incident Filters

You can filter incidents based on the persisted events.
To filter incidents:

1. Go to Respond > INCIDENTS.

The INCIDENT page appears.

2. In the FILTERS tab, the CONTAINS PERSISTED EVENTS menu provides the filters to view
incidents based on the persisted events.

a. Select Yes to view the incidents that contain persisted events.
b. Select No to view the incidents that do not contain persisted events.

For more information on working with filters, see Filter the Incident List.

NETWITNESS Investigate  Respond  Users  Hosts  Files  Dashboard ~ Reports O 0B ¥ ® adniny

CREATED +~ PRIOR.. RISKS.. 1D STATUS ASSIGNEE
06/07/20210... ' Low 30 NC7754  1b X New
06/07/20210... I Low 30 N NC34 New
06/05/2021 1... l Low 30 NC-7. » New
06/05/20211... | Low 30 N 1 New

osma20210.. | Low 30 : N New
3 show only unassigned incidents

06/02/20210... ll[]\'\l 30 NC-7741 NCEFR New

CATEGORIES X
06/02/20210... | HIGH 5

06/02/20210.. | HIGH 5

CONTAINS PERSISTED EVENTS

Persist and Suspend Persist Events

Persist an event to retain the event and thereby, copy the event data from the regular database into a
long-term storage cache within the NetWitness source. Suspend persist the event to delete the event in
the long-term storage cache.

e To persist an event, click the flag listed under each of the event. The selected flag is highlighted, and
the message Event Persisted successfully appears.

e To suspend persist event, click a highlighted flag (persisted event) once again. The selected flag is no
longer highlighted, and the message Suspended Event Persist successfully appears.

» To persist all events in an alert, click the flag at the alert level. The selected flag is highlighted along
with all the flags associated with events of the alert.

15 Responding to Incidents
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* To suspend persist all events in an alert, click the flag at the alert level. The selected flag is
highlighted along with all the flags associated with events of the alert.

NETWITNESS Respond

INC-74 & Nodal Graph 3= EventsList JOURNAL (0)

test1

<

Manual Incident created from Event Anal

OVERVIEW  INDICATORS(1)  FIND RELATED  HISTORY

EVENT TIME EVEN P FILENAME
09/23/2022 06:14:11.000 am 10.33.19.57

NetWitness Investigate 09/29/2022 02:34:02 pm

50 Manual Incident created from Event Analysis P tiia

11110

11110 - druser

There are no journal entries for INC-74

Change Event Retention

Incidents can contain multiple persisted events, for which analysis has been completed. They can be
suspended from persisting at a time using this feature.

Note: A maximum of 1 incident can be persisted or suspend persisted at a time in the source
NetWitness database. If you try to change event retention for more than 1 incidents, an error message
will be displayed. This limitation is introduced to optimize and extract the best performance for this
feature. This limit cannot be changed.

To change event retention:

1. Go to Respond > INCIDENTS.
All the incidents are listed in the INCIDENTS page.

2. Click the selection check-box to select the incident.

3. Click Change Events Retention > Persist all events or Suspend Persist all events.
The Confirm change in Retention window appears.

4. Click OK.
The events in the selected incident are either persisted or suspended from persisting.

Note: You cannot change the event retention for incidents that are in New or Closed state.

Note: Suspending persist of events in an incident from NetWitness will delete it from the long term
cache of the source only. This may not be reversible if the original event data has rolled out in the
source database. The events will be deleted permanently.

Responding to Incidents 16
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NETWITNESS n e Respond

INCIDENTS ALERTS TASKS

Y FEilters X A\ Change Priority v & Change Status v AR Change Assignee v W Delete U EventsRetention v “D Retention Usage

O]  CREATED v PRIORITY RISKSCO.. 1D NAME Persist all events ASSIGNEE
SAVED FILTERS o
10/03/2022 11:46:06... i Low 50 C79 set o Postiapdl onnh L, admin

TIME RANGE @) custompaTE RANGE

Last 5 Minutes

TiD

INCIDENT NAME

Equals

PRIORITY
O Low
O Medium
O High
O Critical

STATUS
O Reopen

DO New

O Assigned
O |n Progre:

When you delete incidents or alerts, or suspend persist all the events in an incident, the action will
always be successful. However, there are chances for the back-end function to fail due to, but not limited
to the following reasons:

e Decoder/Concentrator outage
» Network disruption

* Service Outage

A data retention job is scheduled to run on a daily basis to clean up the events that failed from being
deleted. To access the data retention job settings, see To change event retention:

The following table provides information on the parameters that are configured to run the job, which are
enabled by default:

Parameter Default Setting
failure-count 5
persisted-events-retention-job-enabled true - default false.
persisted-alerts-retention-period 90 Days

Everyday at a preset time, the data retention job is executed. The default failure-count issetto5
days. If the data retention job is unable to suspend persist an event from the back-end after 5 days, it
deletes the event from the repository.

Note: The retention period of risk score context is the same as the retention period of alerts. For
example, if the retention period for alerts is set to 90 days, then the retention period of risk score
context is also set to 90 days automatically.
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Responding to Incidents Workflow

This workflow shows the high-level process that Incident Responders use to respond to incidents in the
Respond view.

Det i hich
Review Prioritized etermine whic T e Escalate or

Incidents Require g = Remediate the
. Incident .
Action Incident

Incidents List

First, you review the list of prioritized incidents, which shows basic information about each incident, and
determine which incidents require action. You can click a link in an incident to get a clearer picture of
the incident with supporting details in the Incident Details view. From there, you can further investigate
the incident. You can then determine how to respond to the incident, by escalating or remediating it.

These are the basic steps for responding to an incident:

1. Review Prioritized Incident List

. Determine which Incidents Require Action

2
3. Investigate the Incident
4

. Escalate or Remediate the Incident

Review Prioritized Incident List

In the Respond view, you can view the list of prioritized incidents. The incident list shows both active
and closed incidents.

This topic contains the following basic incident list procedures:

¢ View the Incidents List

e Filter the Incident List

e Remove My Filters from the Incidents List View

e Save the Current Incidents Filter

e Update a Saved Incidents Filter

e Delete a Saved Incidents Filter

e View My Incidents

¢ Find an Incident

e Sort the Incidents List

e View Unassigned Incidents
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e Assign Incidents to Myself

e Unassign an Incident

View the Incidents List

After logging in to NetWitness, most Incident Responders see the Respond view, which is set as the
default view. If you have a different initial view, you can navigate to the Respond view.

1. Log in to NetWitness.

The Respond view shows the list of incidents, also referred to as the Incident List view.

NETWITNESS
INCIDENTS  ALERTS
o

o

TIME RANGE @) customoaTe RaNGE

Last 24 Hours

o

o
o
o
o
o
o
o

(ot e 2 e S e B

o

Saveas... 1-307 0f 307 Incidents | 1 selected

Filt X Change Priority

Respond

creATED
05/03/202002:15:41 pm
/05/202005:16:05 am

05/05/202005:15:042m

02004:26:143m

02004:26:133m

2020042004 am
05/05/202003:34:50pm
05/05/202003:2029pm
05/05/202002:2026pm
05/05/202002:11:58pm

02001:4724pm
05/05/202001:2020pm
05/05/202001:10:12pm
05/05/202012:3021 pm

05/ 12:20:10pm

Change Status |
e

"
PRIORITY o
CRITICAL
CcRITICAL
CcRITICAL
CRITICAL
cRTICAL
CRITICAL
CRITICAL
cRTICAL
CRITICAL
cRTICAL
CRITICAL
CRITICAL
HIGH
J rieH
| Hicn
| Hin
HIGH
| Hicn
§ rien
§ HiH

| Hicn

]
ChangeAssignee | Delete | Retention Usage
le S75T8 TS

RISKSCORE | 1D NAME status ASSIGNEE ALeRTS

|

00 | ncidents per page

2. If you do not see the incidents list in the Respond view, go to Respond > Incidents.

3. Scroll through the incidents list, which shows basic information about each incident as described in

the following table.

Created Shows the creation date of the incident.
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Priority

Risk Score

ID

Name

Status

Assignee

Alerts

MITRE
ATT&CK
Tactics

Shows the incident priority. Priority can be Critical, High, Medium, or
Low.

The Priority is color coded, where red indicates a Critical incident,
orange represents a High risk incident, yellow indicates a Medium risk
incident, and green represents a Low risk incident. For example:

PRIORITY
CRITICAL

HIGH

| wmeDium

f Low

Shows the incident risk score. The risk score indicates the risk of the
incident as calculated using an algorithm and is between 0-100. 100 is
the highest risk score.

Shows the automatically created incident number. Each incident is
assigned a unique number that you can use to track the incident.

Shows the incident name. The incident name is derived from the rule
used to trigger the incident. Click the link to go to the Incident Details
view for the selected incident.

Shows the incident status. The status can be: Reopen, New, Assigned,
In Progress, Task Requested, Task Complete, Closed, and Closed -
False Positive,

Shows the team member currently assigned to the incident.

Shows the number of alerts associated with the incident. An incident
may include many alerts. A large number of alerts might mean that you
are experiencing a large-scale attack.

Shows the particular Tactic associated with each Incident.

For example: Credential Access.

For more information on MITRE ATT&CK Tactics, see Use MITRE
ATT&CK® Framework topic.

At the bottom of the list, you can see the number of incidents on the current page, the total number of
incidents, and the number selected. For example: 1 - 500 of 2400 Incidents | 0 selected. The maximum
number of incidents that you can view at one time is 1,000. You can also change the maximum number
of incidents per page by selecting from the drop-down at the bottom right corner.
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NETWITNESS rvestig Respond  User
INCIDENTS  ALERTS

D Retention Usage

CREATED PRIORITY RISKSCORE 1D sTaTus ASSIGNEE ALERTS  PERSISTED STATUS
11/28/2022 11:1726am HIGH ca New

11/28/2022 11:1502am HIGH

@) custom DATE RANGE

AiDate 1wszozz0oaassam | MeDM
- § meoom
- § meoom
woszozosarsram | MeDM
1woszoz0oaaram | MeDM
1was20z2095940am | MeDIM
11/25/2022 07-47-18am HIGH
11/24/202206:11:21 pm HIGH
wowsozosssssm | on
1wauzozosatisem | wen
wowsozressssam | vepw
wosozressssam | MeDM
wosozresassam | MepoM
wosozressssam | vepoM
wowsozresrsaam | vepM
wowsozressram | Mepow

ned incidents Apam1rsioram 0 venim

o yun: n cana bioh Bick Alert - Ao .
1-307 of 307 Incidents | Oselected ~ | lincidents per page

Filter the Incident List

The number of incidents in the Incidents List view can be very large, making it difficult to locate
particular incidents. The Filter enables you to specify those incidents that you would like to view. You
can also choose the timeframe when those incidents occurred. For example, you may want to view all of
the new critical incidents created within the last hour.

1. Verify that the Filters panel appears to the left of the incidents list. If you do not see the Filters panel,
in the Incident List view toolbar, click , which opens the Filters panel.
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X

TIME RANGE

All Data

@  cusToM DATE RANGE

INCIDENT ID

INC-###

PRIORITY

O Low
O Medium
O High
O Critical

STATUS

New

Reopen

Assigned

In Progress

Task Requested

Task Complete

Closed

Closed - False Positive

ASSIGNEE
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2. In the Filters panel, select one or more options to filter the incidents list:

¢ Time Range: You can select a specific time period from the Time Range drop-down list. The time

range is based on the creation date of the incidents. For example, if you select Last Hour, you can
see incidents that were created within the last 60 minutes.

¢ Custom Date Range: You can specify a specific date range instead of selecting a Time Range

option. To do this, click the white circle in front of Custom Date Range to view the Start Date and
End Date fields. Select the dates and times from the calendar.

@ custom DATE RANGE

S5TAR

01/09,/2020 12:00:00 AM =

END DATE

01/11/2020 12:00:00 AM

JANUARY 2020 =
Sun Mon Tue Wed Thu

Incident ID: Type the number of the incident that you would like to locate. For example, for INC-
1050, type only the number "1050" to view the incident.

Priority: Select the priorities that you would like to view.

Status: Select one or more incident statuses. For example, select Closed - False Positive to view
only false positive incidents, which were initially identified as suspicious, but then they were later
found to be safe.

Assignee: Select the assignee or assignees of the incidents that you would like to view. For
example, if you only want to view the incidents assigned to Cale or Stanley, select Cale and
Stanley from the Assignee drop-down list. If you want to view incidents regardless of the
assignee, do not make a selection under Assignee.

(Available in version 11.1 and later) To view only unassigned incidents, select Show only
unassigned incidents.

Categories: Select one or more categories from the drop-down list. For example, if you only want
to view incidents classified with the Backdoor or Privilege abuse categories, select Backdoor and
Privilege abuse.
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e MITRE ATT&CK Tactics: Select the tactic associated with the incident.

o MITRE ATT&CK Techniques: Select the technique associated with the incident.

¢ Sent to Archer: (In version 11.2 and later, if Archer is configured as a data source in Context
Hub, you can send incidents to Archer Cyber Incident & Breach Response and this option will be

available in NetWitness Respond.) To view incidents that were sent to Archer, select Yes. For
incidents that were not sent to Archer, select No.

e CONTAINS PERSISTED EVENTS: Select a filter to view incidents based on the persisted
events.

The incidents list shows a list of incidents that meet your selection criteria. You can see the number
of incidents in your filtered list at the bottom of the incident list.

Showing 1000 out of 91205 items | 0 selected

3. If you want to close the Filters panel, click . Your filters remain in place until you remove them.

Remove My Filters from the Incidents List View

NetWitness remembers your filter selections in the Incidents List view. You can remove your filter
selections when you no longer need them. For example, if you are not seeing the number of incidents
that you expect to see or you want to view all of the incidents in your incident list, you can reset your
filters.

1. In the Incident List view toolbar, click .
The Filters panel appears to the left of the incidents list.

2. At the bottom of the Filters panel, click Reset.

Save the Current Incidents Filter

Note: This option is available in NetWitness Platform Version 11.5 and later.

Saved filters provide a way for analysts to save and quickly apply specific filter conditions to the list of
incidents. You can also use these filters to customize the Springboard landing page. For example, you
may want to create a filter to show only critical incidents over the last 24 hours.

Saved filters are global. You can save a filter for other analysts to use and you can use any saved filter.

1. In the Filters panel, select one or more options to filter the incidents list. For example, in the Time
Range field, select Last 24 Hours, and for Priority, select Critical.

2. Click Save As and in the Save Filter dialog, enter a unique name for the filter and save it, for
example Last24Hours-Critical.
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Save Filter

Choose a name that contains 1-256 alphanumeric characters, underscores or hyphens.
The name must not match an already existing filter name.
FILTER NAME

Last24Hours-Critical

The filter is added to the Saved Filters list.

SAVED FILTERS

Last24Hours-Critical

Update a Saved Incidents Filter

Note: This option is available in NetWitness Platform Version 11.5 and later.

1. In the Filters panel Saved Filters drop-down list, select a saved filter.

2. Update your filter selections and click Save.

Delete a Saved Incidents Filter

Note: This option is available in NetWitness Platform Version 11.5 and later.

When a saved filter is no longer required, you can remove it from the saved filters list. Filters used in the
Springboard cannot be deleted.

1. In the Filters panel, open the Saved Filters drop-down list.

Last24Hours-Medium

Last24Hours-Critical

Last24Hours-Medium

2. Next to the filter name, click to delete it.

View My Incidents

You can view your incidents by filtering the incidents by your username.
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1. If you cannot see the Filter panel, in the Incidents List view toolbar, click .

2. In the Filter panel, under Assignee, select Myself (your full name) from the drop-down list.

ASSIGNEE

Myself (Analyst 1) h

admin
analyst
Analyst 2

S0C Manager

The incidents list shows the incidents that are assigned to you.

NETWITNESS v ge Respond

INCIDENTS  ALERTS
O creaeD U PRIORITY  RISKSCORE 1D N sTATUS. ASSIGNEE
O 06/08/20200421:10pm || CRTICAL 90 Assigned Analyst 1

O 06/08/20200421:10pm | CRITICAL 90 Assigned Analyst1

@) cusom paTe RanGE

All Data

Showing 2 out of 2 items | 0 selected

Find an Incident

If you know the Incident ID, you can quickly locate an incident using the Filter. For example, you may
want to locate a specific incident out of thousands of incidents.

1. Go to Respond > Incidents.
The Filters panel is located to the left of the incidents list. If you do not see the Filters panel, in the

Incident Lists view toolbar, click , which opens the Filters panel.
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SAVED FILTERS

TIME RANG @  cusToM DATE RANGE

All Data

2. In the INCIDENT ID field, type the Incident ID for an incident that you would like to locate, for

example, type 25 for INC-25.
The specified incident appears in your incident list. If you do not see any results, try resetting your
filters.

NETWITNESS Investigate Respond Jser

INCIDENTS ~ ALERTS

O creaeD L PRIORITY  RISKSCORE 1D sTaTUs. ASSIGNEE ALERTS

O 06/08/20200421:10pm || CRTICAL 90 Assigned Analyst 1 1

@) custom paTe RaNGE

Sort the Incidents List

The default sort for the incidents list is by Created date in descending order (newest on the top).

INCIDENTS

You can change the sort order of the incidents list by clicking a column header in the list.
For example, to prioritize the incidents, you can sort your view by clicking the Priority column header.

The following figure shows the incidents list sorted by Priority in ascending order (lowest priority on
top).

INCIDENTS

To sort by Priority in descending order (highest priority on top), click the Priority column header again.
The highest priority incidents are at the top as shown in the following figure.
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INCIDENTS

cREATED PrIORITY o |misk score © status ASSIGNEE ALERTS

CRITICAL 100 Analyst1

CRITICAL

CRITICAL

v
o
o
O ows crimcaL c i ’ Analyst1
o
o
o

06/29/2020 12:51-09pm CRITICAL

View Unassigned Incidents

Note: This option is available in NetWitness Platform Version 11.1 and later.

You can view unassigned incidents using the Filter.

1. If you cannot see the Filter panel, in the Incident List view toolbar, click .

2. In the Filters panel, under Assignee, select Show only unassigned incidents.

AS5IGNEE

Show only unassigned incidents

The incidents list is filtered to show unassigned incidents.

Assign Incidents to Myself

1. In the Incident List view, select one or more incidents that you want to assign to yourself.

2. Click Change Assignee and selec

NETWITNESS ) g Respond T

st.

t Myself (your full name) from the drop-down li

INCIDENTS

(D e e
Analyst 1
| Anatyst2 ¥

Showing 1000 out of 1423 items | 4 selected
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3. If you selected more than one incident, in the Confirm Update dialog, click OK.
Confirm Update

‘You are about to make the following changes to more than one item:
Field: Assignee

Value: Myself (Analyst 1)
Number ofitems: 4

NETWITNESS g Respond

INCIDENTS

Change Priority | ChangeStatus | ChangeAssignee

O createn + emioriTY RisKSCORE 1D status. AssiGNEE AeRTs

I ow n Araivet2
. Jow Arait2
All Data ) ow Analyst 2
l Low 81 s Analyst2
J ow . Aot 2
Jow 2 Araivet2
§ow
J ow
Jow
J ow
J ow
§ ow
J ow
J ow
Jow
J iow
J ow
J ow
J ow

'8 1000 out of 1423 items | 4 selected

Note: On selecting any particular incident, current assignee name is grayed out under Change
Assignee drop-down list. This is not applicable in case multiple incidents are selected. Refer the
following figure.

Delete ‘ Change Events Retention Retention Usage

CREATED ¥ PRIORITY RISK NAME STATUS ASSIGNEE

Myself (admin) N .
02/14/2022 07:44... ' LOW 50 e Closed ianrsa
(Unassigned)

02/14/2022 06:55... ' LOW 50 Task Requested

02/10/2022 09:31... ' LOW 70 Task Requested admin

02/10/2022 06:24... ' LOW 50 = Task Requested admin

02/09/2022 11:59... HIGH 70 Assigned ianrsa
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Unassign an Incident

1. In the Incident List view, select one or more incidents that you want to unassign.

2. Click Change Assignee and select (Unassigned) from the drop-down list.

NETWITNESS nve C sers ost: les Dashboard

INCIDENTS

| ChangePriority | Changestatus | Change Assignee

O createn o priomiry| Myself (Analyst1) sTatus ASSIGNEE

Unassigned) |
O 06/08/20200421:10pm || CRITIC High Risk Alerts: ESA fordu ' ot Assigned Frhodd,
ssssssessssssss s admin
. 06/08/202004:21:10pm Assigned Analyst1
Tim @) custom paTe RANGE o v analyst s

,,,,,,, Assigned Analyst1

All Data 06/08/202004:20:58 pm Analyst2

06/08/202004:20:57 pm SOCManager: - |op * * * ‘highmisk AlertsEsatori'alat'a® Assigned Analyst 1
06/08/20200420:57pm || CRITICAL

06/08/2020042057pm | CRTICAL 90 INC20  HighRiskAlertsESAfor A s o

06/08/202004:20:57pm || CRITICAL

06/08/202004:20:57pm || CRITICAL

06/08/202004:20:57pm || CRITICAL

06/08/202004:20:57pm || CRITICAL

06/0: 2057pm | CRITICAL

06/08/202004: crTIcAL

o
u]
u]
o
o
u]
o

06/08/202004:2050pm | CRITICAL - 90 INC43  HighRiskAlertsiESAfor . o o o
06/08/20200420:50pm || CRITICAL

06/08/202004:2050pm | CRITICAL - 90 INC41  HighRiskAlerts ESAfor o ai .o
06/08/202004:20:50pm || CRITICAL

06/08/202004:20:50pm || cRiTICAL

777777777777777777777777777 06/08/202004:20:50pm || CRITICAL

06/08/202004:20:50pm || CRITICAL

06/08/202004:20:45pm || CRITICAL

Showing 25 out of 25 items | 2 selected

3. Ifyou selected more than one incident, in the Confirm Update dialog, click OK.

Confirm Update

You are about to make the following changes to more than one item:

Field: Assignee
Value: (Unassigned)
Number of items: 2

4. Verify that the Status is still correct and make changes as required. To change the status, select one
or more incidents, click Change Status, and select a new status.
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Change Priority | Change Status

In Progress

Task Requested

Task Complete
Closed

Closed - False Positive

Note: You must assign the incidents to change their status. If you try to change the incident status
without assigning the incident, the error message One or more incidents are not having assignee.
For example, INC-x has no assignee, Please assign. is displayed. Refer the following figures.

One or more incidents are not having assignee. For example, X

Change Prior @ INC-101 has nolassignee; Please assign. Retention Usage

(m} CREATED ¥ PRIORITY RISK SC... ID NAME STATUS ASSIGNEE PERSISTED ST...
07/19/2016 18:08... 'MEDIU... 88 ... New John Nellie Failed

07/19/2016 18:04... HIGH 50 ... Task Complete Sim Boyd Partial

07/19/2016 18:04... HIGH 50 ... Task Complete Joe Kasandra In-progress

07/13/2016 09:08... HIGH 50 ... Task Requested Failed
07/19/2016 18:03... HIGH 50 ... Task Requested Partial
07/12/2016 11:19... HIGH 30 ... Closed-FalseP...

06/29/2016 10:51... HIGH 20 ... Closed-FalseP...
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o~
)
Change Priol a w angeoé%?ugn Change Events Re Retention Usage

CREATED V' PRIORITY RISK SC... ID STATUS ASSIGNEE PERSISTED ST...

07/19/2016 18:03... lMEDIU... 88 ... New John Nellie Failed

07/19/2016 18:04... HIGH 50 ... Task Complete Sim Boyd Partial
07/19/2016 1 HIGH 50 ... Task Complete Joe Kasandra In-progress
07/13/2016 09:08... HIGH 50 ... Task Complete Joe Kasandra Failed
07/19/2016 18:03... HIGH 50 ... Task Complete Joe Kasandra Partial
07/12/2016 11:19... HIGH 30 ... Closed-FalseP...

06/29/2016 10:51. HIGH 20 ... Closed - False
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Determine which Incidents Require Action

Once you get the general information about the incident from the Incident List view, you can go to the
Incident Details view for more information to determine the action required.

NETWITNESS vestigate Respond L It e Yashboar epor [S) = %

JOURNAL (0)

& Nodal Graph  i= Events List

There are no journal entries for INC-130

New Journal Entry

You can perform the following procedures in the Incident Details view to determine the action required
on an incident:

¢ View Incident Details

e View Basic Summary Information about the Incident

¢ View the Indicators and Enrichments

e View and Study the Events

e View C2 Enrichment Information for Suspected C&C Incidents

e View and Study the Entities Involved in the Events on the Nodal Graph

¢ Nodal Graph Behaviors and Characteristics

e Select Node Types to View on the Nodal Graph

¢ Filter the Data in the Incident Details View

e View the Tasks Associated with an Incident

¢ View Incident Notes

¢ Find Related Indicators

e Add Related Indicators to the Incident
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View Incident Details

To view details for an incident, in the Incidents List view, choose an incident to view and then click the
link in the ID or NAME column for that incident.

P8I T B |8/ /88|88 8|0

The Incident Details view for the selected incident appears with the Indicators panel, Nodal Graph, and
Journal in view.

The Incident Details view has the following panels:

* Overview: The incident Overview panel contains high-level summary information about the incident,
such as the score, priority, alerts, and status. You have the option to send the incident to Archer and
change the incident Priority, Status, and Assignee.

¢ Indicators: The Indicators panel contains a chronological listing of indicators. Indicators are alerts,
such as an ESA alert or a NetWitness Endpoint alert. This listing helps you to connect indicators and
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notable data. For example, an IP address connected to a command and communication ESA alert
might also have triggered a NetWitness Endpoint alert or other suspicious activities.

* Related Indicators: The Related Indicators panel enables you to search the NetWitness alerts
database to find alerts that are related to this incident. You can also add related alerts that you find to
the incident.

* History: The History panel allows you to view the different actions performed by the user on an
incident. Events such as Incident Assignee change, Incident Status change, Incident Priority change,
and Incident creation are recorded in this panel.

* Nodal Graph: The nodal graph is an interactive graph that shows the relationship between the entities
involved in the incident. An Entity is represented by an IP address, MAC address, user, host, domain,
file name, or file hash.

e Events List: The Events List, also known as the Events table, lists the events associated with the
incident. It also shows event source and destination information along with additional information
depending on the event type. You can click the top of an event in the list to view the detailed data for
that event.

e Journal: The Journal panel enables you to access the Journal for the selected incident, which allows
you to communicate and collaborate with other analysts. You can post notes to a journal, add
Investigation Milestone tags (Reconnaissance, Delivery, Exploitation, Installation, Command and
Control, Action on Objective, Containment, Eradication, and Closure), and view the history of activity
on your incident.

o Tasks: The Tasks panel shows all of the tasks that have been created for the incident. You can also

create additional tasks from here.

To view more information in the left-side panel without scrolling, you can hover over the right edge and
drag the line to resize the panel as shown in the following figure:

NETWITNESS
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View Basic Summary Information about the Incident

You can view basic summary information about an incident in the Overview panel.

Above the Overview panel, you can see the following information:
e Incident ID: This is an automatically created unique ID assigned to the incident.
e Name: The incident name is derived from the rule used to trigger the incident.

e Send to Archer / Sent to Archer: (In version 11.2 and later, if Archer is configured as a data source
in Context Hub, you can send incidents to Archer Cyber Incident & Breach Response and this option
is available in NetWitness Respond.) This shows whether an incident has been sent to Archer Cyber
Incident & Breach Response. An incident sent to Archer shows as Sent to Archer. An incident that
has not been sent to Archer shows as Send to Archer. You can click the Send to Archer button to send
the incident to Archer Cyber Incident & Breach Response.

INC-130
High Risk Alerts: ESA for 192

Send to Archer

To view the Overview panel from the Incident Details view, select Overview in the left panel.

Determine which Incidents Require Action 36



NetWitness Respond User Guide

Risk Score:

Priority:

Status:

Assignee:

Sources:

Categories:

Catalysts:

External ID:

OVERVIEW

Closed

NetWitness Investigate

1 Indicator(s), 1 Event(s)

Time To Acknowledge: 6ém 19s

Time To Detect:

1m 36s

7m 56s

To view the Overview panel from the Incidents List view, click a row in the incident list. The Overview
panel appears on the right.
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NETWITNESS g Respond re 1o le ashboarc S = % © admin
INCIDENTS  ALERTS

</ | ChangePriority | Cl Delete
O crearen + emiomiTY starus AssiGNEE Avears

| meoium w Send to Archer

s0r2925m | tow overview

10/18/201906:34:03 pm HIGH
10/18/2019.06:34.03pm

10/18/201906:3403pm HIGH

High Risk Alerts: ESA
10/18/201906:34:03 pm HIGH
10/18/201906:34:03pm CcRiTIcAL

10/18/201906:34:03pm HIGH

10/18/201906:34:03pm HIGH

o|lgia @A R @i0|0

10/18/201906:34:03pm HIGH

10/18/201906:3403pm HIGH

2019063403pm HIGH

9063403 pm HIGH

906:3403pm CRITICAL 8 ndicator(s), 82 Eventls)

10/18/201906:3403pm HIGH
10/18/201906:3403pm CRITICAL
10/18/201906:3403pm CRITICAL
10/18/201906:34:03pm CRITICAL
10/18/201906:34:03pm CRTICAL
10/18/201906:34:03pm CRITICAL
10/18/201906:34:03pm cRICAL
cRmICAL

CRITICAL

m]
[m]
u]
u}
=}
=}
o
=}
o
m]
o
m]
m]

CRITICAL

Showing 137 out of 137 items | 1 selected

The Overview panel contains basic summary information about the selected incident:
¢ Created: Shows the creation date and time of the incident.

* Rule / By: Shows the name of the rule that created the incident or the name of the person who created
the incident.

* Risk Score: Shows a value between 0 and 100 that indicates the risk of the incident as calculated by
an algorithm. 100 is the highest risk score.

* Priority: Shows the incident priority. Priority can be Critical, High, Medium or Low.

e Status: Shows the incident status. The status can be Reopen, New, Assigned, In Progress, Task
Requested, Task Complete, Closed, and Closed - False Positive. After you create a task, the status
changes to Task Requested.

* Assignee: Shows the team member currently assigned to the incident.

* Sources: Indicates the data sources used to locate the suspicious activity.

» Categories: Shows the categories of the incident events.

e Catalysts: Shows the count of indicators that gave rise to the incident.

e External ID: Allows storing the Incident ID referrals from a different platform such as Archer.
* Time to Acknowledge: Shows the time taken to assign an Incident after creating it.

o Time to Detect: Shows the time taken for completing the task after the Incident is assigned.

e Time to Resolve: Shows the time taken for closing the task after the Incident is created.

o Persisted Status: Shows the persist status of the Incident. The status can be Complete, Partial, or
None (-).
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View the Indicators and Enrichments

Note: Indicators are alerts, such as an ESA alert or a NetWitness Endpoint alert.

You can find indicators, events, and enrichments on the Indicators panel. The Indicators panel is a
chronological listing of indicators that helps you to find enrichments and events related to the triggering
indicator. For example, an indicator might be a Command and Control alert, a NetWitness Endpoint
alert, a Suspicious Domain (C2) alert, or an alert from an Event Stream Analysis (ESA) rule. The
Indicators panel helps you to aggregate and order these indicators (alerts) from different systems so that
you can see how they are related and also help you develop a timeline of a given attack.

To view the Indicators panel, in the left panel of the Incident Details view, select Indicators.

OVERVIEW INDICATORS (8) FIND RELATED

Event Strea

Abnormal M

vord Guessing

Indicators are alerts, such as an ESA alert or a NetWitness Endpoint alert. This listing helps you to
connect indicators and notable data. For example, indicators can show the data found by your rules. In
the Indicators panel, the risk score for an indicator is shown within a solid-colored circle.

Data source information is shown below the names of the indicators. You can also see the creation date
and time of the indicator and the number of events in the indicator. When data is available, you can see
the number of enrichments. You can click the event and enrichment buttons to view the details.

Note: The maximum number of indicators (alerts) displayed in the Indicators panel is 1,000.
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View and Study the Events

You can view and study the events associated with the incident from the Events List. It shows
information about the events, such as event time, source IP, destination IP, detector IP, source user,
destination user, and file information about the events. The amount of information listed depends on the
event type.

There are two types of events:
* A transaction between two machines (a Source and a Destination)

e An anomaly detected on a single machine (a Detector)

Some events will only have a Detector. For example, NetWitness Endpoint finds malware on your
machine. Other events will have a Source and Destination. For example, packet data shows
communication between your machine and a Command and Control (C2) domain.

You can drill further into an event to get detailed data about the event.

To view and study the events:

1. To view the Events List, in the Incident Details view toolbar, click .

NETWITNESS estigate Respond

High Risk Alerts: ESA for 192. el Nt T
Sendto Archer

INDICATORS (8)

19 09:09:00.000 pm

192
192

Abnormal Netflow Traffic

07/24/2019 09:09:01.000 pm

Note: The EVENT TIME displayed on this screen is the same as the COLLECTION TIME from
the investigation page.

The Events List shows different information about each event depending on the event type. The
maximum number of events displayed in the Events List is 1,000.
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The following table lists typical event information. For details specific to endpoint events, see Events

List.

Gog  eespes ]

EVENT TIME
EVENT TYPE
DETECTOR IP

FILE NAME
FILE HASH

SOURCE IP
SOURCE PORT

SOURCE HOST
SOURCE MAC

SOURCE USER
TARGET IP

TARGET PORT

TARGET HOST

TARGET MAC
TARGET USER

Shows the time the event occurred.
Shows the type of alert, such as Log and Network.

Shows the IP address of the machine where an anomaly was detected.

Shows the file name if a file is involved with the event.

Shows a hash of the file contents.

Shows the source IP address if there was a transaction between two machines.

Shows the source port of the transaction. The source and destination ports can
be on the same IP address.

Shows the destination host where the event took place.

Shows the MAC address of the source machine.

Shows the user of the source machine.

Shows the destination IP address if there was a transaction between two
machines

Shows the destination port of the transaction. The source and destination ports
can be on the same [P address.

Shows the host name of the destination machine.
Shows the MAC address of the destination machine.

Shows the user of the destination machine.
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2. Click the top of an event in the Events List to view the event details.
This example shows the event details for a selected event in the list.

NETWITNESS Respond

82events & Nodal Graph &
(50) Abnormal Netflow Traffic

07/24/2019 09:08:58.000 pm

OVERVIEW  INDICATORS (8)  FIND RELATED

192 65
192 1

Abnormal Netfiow Traffic
4/2019 09:09:00.000 pm
SOURCE TARGET 0 DEVICE TYPE
€ DEVICE DEVICE CLASS netflow
PORT

445 EVENT SOURCE

192./4% .113:50005

EVENT SOURCE ID
52693

RELATED LINKS

Abnormal Netflow Traffic

07/24/2019 09:09:01.000 pm

192 65
192

Abnormal Netflow Traffic

07/24/2019 09:09:02.000 pm

192 65
192 a

Abnormal Netflow Traffic

EveNTTIME
07/24/2019 09:09:03.000 pm

3. To view the events for a specific indicator (alert), go to the Indicators panel on the left and click the
indicator to view the events for that indicator in the Events List on the right.
This example shows one event for a selected indicator.

NETWITNESS esligale Respond Dashboard Reporls &

S osts ) % @ admin

levent [se

130 A Nodal Graph i EventsList | & Journal &Tasks
High Risk Al X Y

INDICATORS (8)  FIND REL

07/24/201909:10:08 pm
- root

Log
19240 W65 SVAU-WEBS

Log c
192 65 SVNLWEB4

4. To view event details for a specific indicator event, select an event in the Indicators panel. Click the
top of the event to view the details.

The following example shows information for the selected event.
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NETWITNESS westigate : o ! Yashboard 9 E ¥ ® admi

A Nodal Graph i< EventsList | B Journal & Tasks

High Risk Alerts: ESA for 192.

e Force Password Guessing =
Send to Ardl ME
/2019 09:10:08.000 pm
RVIEW  INDICATO!
DETECTOR EVENT SOURCE
DEVICE CLASS 192. -113:50005
Unix
HOSTNAME
WEB
USERNAME . EVENT SOURCEID
root AM 52761
DOMAIN/HOST USER DST
WEB root
USER
root
DEVICETYPE
Jinux DOMAIN ORIGINAL

RELATED LINKS
Investigate ¢

07/24/201909:1008 pm.
- root

If you have additional Investigate-server permissions, you can also access event analysis details for
events. See View Event Analysis Details for Indicators. If you have the UEBA Analysts role, you
can access UEBA details for indicators. See View User Entity Behavior Analytics for Indicators.

View C2 Enrichment Information for Suspected C&C

Incidents

Note: This procedure applies only to incidents from ESA Analytics in NetWitness Version 11.3 and
11.4. The Event Stream Analytics Server (ESA Analytics) service, which is used for Automated Threat
Detection, is end of life (EOL) and not supported in NetWitness Platform Version 11.5 and later.

The Events List in version 11.3 and later does not show the Command and Control (C2) enrichment
information for HTTP packet alerts in Suspected C&C incidents. However, you can view the C2
enrichment information in the Alert Details view.

1. Go to Respond > Incidents, look for a Suspected C&C incident, and note the incident ID.

Incidents ~ Alerts  Tasks

Y Filters X
CREATED v PRIORL.  RISKS. 1D sTaTus ASSIGNEE ALERTS
TiME RANGE @ ) custom DATE RANGE

Alpgta v 02/25/2019 03:45:07 pm HGH 8 ~ New

INCIDENTID 43:00 pm HGH 8 - New

43:00 pm Gl 8 - New

PRIORITY 0. 2 43:00 pm G 8 v New
O Low
O Medium 02/25/2019 02:43:00 prm
High
O critical 0212512019 03:40:01 pm

2. Go to Respond > Alerts and in the Filters panel, select the following to locate an alert in the Alerts
list with the incident ID noted above:

a. In the Part of Incident section, select Yes.

b. In Alert Names section, select http-packet.
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If you are still not able to locate an alert in the Alerts list with the incident ID noted above, try
filtering your alerts list more using the time range of the incident.

NCIDENTS  ALERTS

wal Upload
work

> Threat [

Reset Filters

3. In the Alerts list, click the http-packet link in the NAME field of the alert associated with the

incident ID.

lj0o/j0/0/0/0 00000000000 O0O0O0O00O0O0DO0Q

create
0212572019 03:50:00 pm
0212572019 03:50:00 pm
0272512019 03:50:00 prm
0272512019 03:4%:00 prm
0272512019 03:4%:00 prm
0212572019 03:49:00 pm
0212572019 03:49:00 pm
0272512019 03:48:00 prm
02/25/2019 03:48:00 pm

02/25/2019 03:48:00 pm

02/25/2019 0:48:00 pm

0272512019 03:48:00 pm
0212572019 03:48:00 pm
0272512019 03:48:00 prm
0212572019 03:47:00 pm
0212572019 03:47:00 pm
0272512019 03:47:00 pm
0272512019 03:47:00 prm
0272512019 03:47:00 prm
0212572019 03:46:59 pm

19 03:46:50 pm
0272512019 03:46:59 pm
0212572019 03:46:00 pm

0212512010 03:46:00 o

sevemiTY

0

20

source « evens

Event Stream Analysis
Event Stream Ans

Event Stream Analysis
Event Stream Analysis
Event Stream Analysis
Event Stream Analysis
Event Stream Analysis
Event Stream Analysis
Event Stream Analysis
Event Stream Analysis
Event Stream Analysis
Event Stream Analysis
Event Stream Analysis
Event Stream Analysis
Event Stream Analysis
Event Stream Ans

Event Stream Analysis
Event Stream Analysis
Event Stream Analyss
Event Stream Analysis
Event Stream Ans

Event Stream Analysis
Event Stream Analysis

Fuent Srraam Anahsis

< 1
Showing 56 out of 56 items | 0 selected

HOST SUMMARY

The Event Details view shows the C2 enrichment information.

hitp-packet

Inciden ID:
Creared
Severicy
Event Stream Analysis
Network

# Events:

“events"s [

1

" 1551099930782,

1551683938000,

24493/8c366b0FS2 34410 SOF148eTa",

“cond_cardinality”: 8,
“cardinality™: 1,
*ratic

“nun_events": &

*comnand_contral®: {

Network

2.000 pm 10 hours ags

29 hourfs)

INCIDENT 1D
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View and Study the Entities Involved in the Events on the
Nodal Graph

An Entity is either an IP address, MAC address, user, host, domain, file name, or file hash. The nodal
graph is an interactive graph that you can move around to get a better understanding of how the entities
involved in the events relate to each other. The nodal graphs look different depending on the type of
event, the number of machines involved, whether the machines are associated with users, and if there are
files associated with the event.

The following figure shows an example nodal graph with six nodes.

If you look closely at the nodal graph, you can see circles that represent nodes. A nodal graph can
contain one or more of the following types of nodes:

e IP address (If the event is a detected anomaly, you can see a Detector IP. If the event is a transaction,
you can see a Destination IP and a Source IP.)

e MAC address (You may see a MAC address for each type of IP address.)
e User (If the machine is associated with a user, you can see a user node.)
* Host

¢ Domain
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Filename (If the event involves files, you can see a filename.)

File Hash (If the event involves files, you may see a file hash.)

In NetWitness 11.3 events, nodes for source filename and file hash are supported, but nodes for target
filename and file hash are not supported. In NetWitness 11.4 and later events, nodes for both source and
target filenames as well as file hashes are supported.

The legend at the bottom of the nodal graph shows the number of nodes of each type and the color
coding of the nodes.

You can click and drag any node to reposition it.

The arrows between the nodes provide additional information about the entity relationships:

Communicates with: An arrow between a Source machine node (IP address or MAC address) and a
Destination machine node labeled with "communicates with" shows the direction of the
communication.

Has file: An arrow between a machine node (IP address, MAC address, or Host) and a file hash node
labeled with "has file" indicates that the IP address has that file.

Uses: An arrow between a User node and a machine node (IP address, MAC address, or Host) labeled
with "uses" shows the machine that the user was using during the event.

Calls: (This arrow is available in NetWitness Platform 11.4 and later.) An arrow between two file
hash (checksum) nodes labeled with "calls" indicates the direction of the interaction between the
associated files. The source file hash "calls" the target (destination) file hash, which indicates that the
source file associated with the source file hash is performing an action on the target file associated
with the target file hash.

As: (This relationship type represents attributes of the connected node.) An arrow between nodes
labeled with "as" provides additional information about the IP address that the arrow points to. In the
above example, there is an arrow from the host node circle that points to an [P address node that is
labeled with "as". This indicates that the name on the host node circle is the hostname of that IP
address and is not a different entity.

Is named: (This relationship type represents attributes of the connected node.) An arrow from a File
Hash node to a File Name node labeled with "is named" indicates that the file hash corresponds to a
file with that name.

Belongs to: (This relationship type represents attributes of the connected node.) An arrow between
two nodes labeled with "belongs to" indicates that they pertain to the same node. For example, an
arrow between a MAC address and a Host labeled with "belongs to" indicates that it is the MAC
address for the host.

Larger line size arrows indicate more communication between the nodes. Larger nodes (circles) indicate
more activity than smaller nodes. The larger nodes are the most common entities mentioned in the
events.
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The following nodal graph example has 11 nodes.

o
tch
]
3

]
f

belongs to

&

1 MAC(s)

In this example, notice that there are two IP nodes. They both have hashed files, but they do not
communicate with each other. The IP address at the top (192.168.1.1) represents one machine with two
hostnames (host.example.com is one of them) in the example.com domain. The MAC address of the
machine is 11-11-11-11-11-11-11-11-11 and Alice uses it.

Note: The following example applies to NetWitness Platform 11.4 and later.

In the following nodal graph example, you can see the interaction between source and target (destination)
files. There are six nodes in the selected event.

is named

9f7elby9..  bedS0acy
v
st

communicates with _ i S

Bas g7

L
6fcci2a3 ... 22124ad6
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In this example, the user communicates with a host that has dtf.eve and cmd.exe files. The dtf.exe
file on the host "calls" (in this case, launches) the cmd . exe file, which is suspected to be malicious
activity. Notice that the "calls" arrow appears between the source and target file hashes, which are
associated with the files.

Nodal Graph Behaviors and Characteristics

Note: These nodal graph behaviors and characteristics are available in NetWitness Platform Version
11.4 and later.

The nodal graph makes it easier for an analyst to get an initial understanding of an incident with minimal
effort.

The nodal graph provides the following benefits to an analyst when responding to an incident:

* The nodal graph helps determine scope, commonalities, and outliers in a given dataset, which can be
useful context for an analyst.

e In many cases, the initial nodal graph layout presents valuable insight without any interaction from the
analyst.

* In cases where the initial layout does not give enough clarity or when an analyst wants to view things
differently, a few nodal mouse-drag position adjustments can provide a much faster method of
exposing insightful relationships and clusters.

The following behaviors and characteristics are now part of the graph:

 Entities of similar types tend to cluster together visually.

& Nodal Graph = Events List
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 Attributes and actions are better differentiated. Arrows that represent attributes ("as

"belongs to", and "has file") tend to be shorter than those representing actions ("call" and
"communicates with").

nn

, "1s named",

A Nodal Graph i Events List Journal & Tasks

2
B
=
3

hasfile

Leaf nodes, which are nodes that only have a single relationship to a single entity, tend to stay closer
together.
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» Disjointed graphs, such as clusters of entities and relationships that do not have connections with one
another, are forced apart.

& Nodal Graph = Events List

Dragged nodes are pinned in place. Double-click a node to unpin it and allow the forces to apply again to
the node.
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Select Node Types to View on the Nodal Graph

Note: This option is available in NetWitness Platform Version 11.2 and later.

In the Incident Details view nodal graph, you can hide node types to further study the interactions
between the entities on the nodal graph.

1. Go to Respond > Incidents.

2. In the Incidents List view, choose an incident to view and then click the link in the ID or NAME
column for that incident.
The Incident Details view for the selected incident appears with the Nodal Graph in view. The legend
below the nodal graph has all of the entity node types selected by default.
If you do not see the nodal graph, click | & Nodal Graph

NETWITNESS nvestigate Respond

ity and escalating the breach.

3. To hide node types, in the legend, clear the checkbox for the node types that you would like to hide
in the nodal graph.

The following example shows the IP address node type cleared and the IP address nodes are now
hidden.
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NETWITNESS Respond
INC

@ adimin
& Nodal Graph &
High Risk. : ES
192. 65

Reviewed the activity and escalating the breach.

New Journal Entry

MiLEsTONE  [None ~

To include (unhide) node types, select the checkbox for the node types that you would like to appear
in the nodal graph.

Hiding node types can be especially helpful if the nodal diagram has overlapping entity relationships
as shown in the following figure.

A Nodal Graph = Events List B Journal & Tasks

Administrator

g
3
2
=3
o
3
3
i
£
=3
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After hiding the IP node types, you can get a better understanding of what is happening with the
remaining nodes.

& Nodal Graph  i= Events List £ Journal & Tasks

Administrator
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Filter the Data in the Incident Details View

You can click indicators in the Indicators panel to filter what you can see in the Nodal Graph and the
Events List.

If you select an indicator to filter the nodal graph, data that is not part of your selection is dimmed, but it
is still in view as shown in the following figure.

NETWITNESS westigat Respond  User B sshboar o & B
JOURNAL (1)
INC-101 & Nodal Graph = Events List

Threshold Breached for HOSTWIN e [None

Notified the Administrator.
INDICATORS (1) FIND RELATED

8:13 pm
o,

ex...

e e 502G,y (P
New Journal Entry

If you select an indicator to filter the Events List, only the events for that indicator are shown in the list.
The following figure shows an indicator selected that contains ninety-eight events. The filtered Events
List shows those ninety-eight events.

NETWITNESS t Respond Jser
INC-95 98 events A Nodal Graph = EventsList | Bl Journal & Tasks

High Risk Alerts: ESA for S i
70) Multi Service Connection Attempts Log NEW

INDICATORS (42)  FIND RELATED EvenT T EvENT TYPE
01/01/1970 12:00:00.000am  Log
2
) Multi Service Connection Attempts Log NEW

01/01/1970 12:00:00.000am  Log

23
) Multi Service Connection Attempts Log NEW

Event Stream Analysis 081272014 03:43:47 pm. CUDINS700Z0000.000am L8

Multi Service Connection Attempts Log NEW.
80
) Multi Service Connection Attempts Log NEW

01/01/1970 12:00:00.000am  Log

a3

70) Multi Service Connection Attempts Log NEW

01/01/1970 12:00:00.000am  Log

a3
70) Multi Service Connection Attempts Log NEW

01/01/1970 12:00:00.000am  Log
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View the Tasks Associated with an Incident

Threat responders and other analysts can create tasks for an incident and track those tasks to completion.
This can be very helpful, for example, when you require actions on incidents from teams outside of your
security operations. You can view the tasks associated with an incident in the Incident Details view.

1. Go to Respond > Incidents and locate the incident that you want to view in the Incidents List.
2. Click the link in the ID or NAME field of the incident.

3. In the Journal on the right side of the Incident Details view, click the TASKS tab.
If you cannot see the Journal, click Journal & Tasks and then click the TASKS tab.
The Tasks panel shows all of the tasks for the incident.

JOURNAL (1)  TASKS (2)

Add New Task

REM-2 / INC-5658 o
CREATED:

LAST UPDATED: 07/15/

OPENED in a few seconds

NAME Discussion Required
ASSIGNEE:  Analyst User
PRIORITY:

STATUS:

DESCRIPTION

Discuss this incident with the SCO Manager.

REM-1 / INC-5658
CREATED: 07715/

LAST UPDATED: 07715/
OPENED a minute ago

NAME Breach
ASSIGNEE:  Admin

PRIORITY:
STATUS:

DESC ON

Follow breach protocol. IT Task AAA-1234.

For more information about tasks, see Tasks List View, View All Incident Tasks, and Create a Task.
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View Incident Notes

The incident Journal enables you to view the history of activity on your incident. You can view journal
entries from other analysts and also communicate and collaborate with them.

1. Go to Respond > Incidents and locate the incident that you want to view in the Incidents List.

2. Click the link in the ID or NAME field of the incident.
The Journal on the right side of the Incident Details view shows all of the journal entries for the
incident.
If you cannot see the Journal, in the toolbar, click Journal & Tasks.

JOURNAL (4)

ADMIN

MILESTOME None

Reviewed the activity and escalating the breach.

ADMIN

MILESTOME None
This is similar to an incident that | saw last week.

ADMIN

MILESTONE None
| created a task for admin.

ADMIN

MILESTONE None

We need to meet with the SOC Manager ASAP.

New Journal Entry

MILESTONE None

Find Related Indicators

Related Indicators are alerts that were not originally part of the selected incident, but they are related in
some way to the incident. The relationship may or may not be obvious. For example, related indicators
can involve one or more entities from the incident, but they can also be related due to some intelligence
outside of NetWitness.

In the Incident Details view Related Indicators panel, you can search for an entity (such as IP, MAC,
Host, Domain, User, Filename, or Hash) in other alerts outside of the current incident.
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1. Go to Respond > Incidents and locate the incident that you want to view in the Incidents List.
2. Click the link in the ID or NAME field of the incident.

3. In the left panel of the Incident Details view, click the FIND RELATED tab.
The Related Indicators panel is displayed.

INDICA FIND RELATED

Related Indicators

e Find button to

Indicators for: IP: 192.

AllData

Event Stream Analysis 06/08/2020 04:20:43 pmi

90 1 event

Add To Incident

Event Stream Analysis 06&/08/2020 04:20:43 pmi

90 1 event

Add To Incident

4. In the Find field, select the entity type to search, such as IP.
5. In the Value field, type a value for the entity, such as a specific IP address.

6. In the When field, select the time period to search, such as the Last 24 Hours.

7. Click Find.
A list of related indicators (alerts) appear below the Find button in the Indicators for section. If an
alert is not part of another incident, you can click the Add to Incident button to add the related
indicator (alert) to the current incident. See Add Related Indicators to the Incident below.
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Add Related Indicators to the Incident

You can add related indicators (alerts) to the current incident from Related Indicators panel. An indicator
that is already part of an incident cannot be part of another incident. In the search results, if an alert is
not already part of an incident, it has an Add to Incident button.

1. In the Related Indicators panel, do a search to find related indicators. See Find Related Indicators
above.

OVERVIEW INDICATY 2) FIND RELATED

Related Indicators

e Find button to look for ¢

Find:

When: All Data

Indicators for: IP: 192.

AllData

Event Stream Analysis 06/08/2020 0420043 pm

20 1event

Add To Incident

Event Stream Analysis

90 1event

Add To Incident

2. Review the alerts in the search results. The Indicators for section (below the Find button) lists the
related indicators (alerts).

3. To inspect the details of an alert before adding it as a related indicator to the incident, you can click
the Open in New Window link to view the alert details for that indicator.

4. For each alert that you want to add to the current incident as a related indicator, click the Add to
Incident button.
The button in the Related Indicators panel now shows Part of This Incident.
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IEW INDICATO FIND RELATED

Related Indicators

indic:

Find:

Indicators for: IP: 192,

All Data

Event Stream Analysis

90 1event

Event Stream Analysis

90 1 event

Add To Incident

The selected related indicator adds to the Indicators panel. The Indicators tab now shows the

additional indicator.

NETWITNESS Respond

S
Frrrrrrrrf]

A Nodal Graph 1= Events List

There are nojournal entries for INC-5668

New Journal Entry
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Investigate the Incident

To further investigate an incident within the Incident Details view, you can find links that take you to
additional contextual information about the incident when it is available. This additional context can help
you understand additional technical context and business context about a specific entity in the incident. It
can also provide additional information that you may want to research to ensure that you understand the
full scope of the incident.

You can perform the following procedures to further investigate an incident:

e View Contextual Information

e Add an Entity to a Whitelist

e Create a List

¢ View the Reputation Status of a File Hash

e Pivot to the Investigate > Events View

e Pivot to the Hosts or Files View

e Pivot to NetWitness Endpoint Thick Client

e Pivot to Archer

e View Event Analysis Details for Indicators

e View User Entity Behavior Analytics for Indicators

e Document Steps Taken Outside of NetWitness

¢ View the Journal Entries for an Incident

¢ Add a Note

¢ Delete a Note
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View Contextual Information

In the Indicators panel, Events List, or the Nodal Graph, you can view the underlined entities. If an entity
is underlined, NetWitness is populating information about that entity type in the Context Hub. There may
be additional information available about that entity in the Context Hub.

The following figure shows underlined entities in the Indicators panel and the Nodal Graph.

NETWITNESS vestigat Respond sl Files isf ort S

INCG-152615 & Nodal Graph = EventsList

High Risk Alerts: ESA for
10.100.100.201,10.100.100.202,10.100....

OVERVIEW  INDICATORS (2)  FIND RELATED
Eve m An:

S0 Multiple Failed Logins to Single Host from Multiple Host.

Ev 06/ 011:51:01am
50 Multiple Failed Logins to Single Host from Multiple Host.

communicates with.

<o
o o

The following figure shows underlined entities in the Events list details.
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RELATED LINKS

The Context Hub is preconfigured with meta fields mapped to the entities. NetWitness Respond and
NetWitness Investigate use these default mappings for context lookup. For information about adding
meta keys, see "Configure Settings for a Data Source" in the Context Hub Configuration Guide.

Caution: For the Context Lookup to work correctly in the Respond and Investigate views, NetWitness
recommends that when mapping meta keys in the Admin > System > Investigation > Context
Lookup tab, you add only meta keys to the Meta Key Mappings, not fields in the MongoDB. For
example, ip.address is a meta key and ip_address is not a meta key (it is a field in the MongoDB).

Note: The contexthub-server.contextlookup.read permission is enabled only for Administrators,
Analysts, Malware Analysts, SOC Managers and Respond Administrators. Administrators can enable
this permission for other roles in the Respond view to view context lookup for meta values and
perform the Add/Remove from List actions. For more information, see the "Role Permissions" topic in
the System Security and User Management Guide.

To view contextual information:

1. In the Indicators panel, Events List, or the Nodal Graph, left or right-click an underlined entity.
A context tooltip appears with a quick summary of the type of context data that is available for the
selected entity.
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Win2012R2Tmplte

c7db4ae8n2381e370 CONTEXT HIGHLIGHTS

v e 51 2675
INCIDENTS ALERTS

KNOWN
REPUTATION

61292167 ... 1cf21e73
%,
/%0’

«gm Q Pivot to Investigate
NT AUTHORITY\SYSTEM GoogleUpi

@ Context Lookup

& Pivot to Investigate > Hosts/Files

i= Add/Remove from List

The information in the Context Highlights section helps you to determine the actions that you would
like to take. It can show related data for Incidents, Alerts, Lists, Endpoint//, Criticality, Asset Risk,
Reputation, and Threat Intelligence (TI). Depending on your data, you may be able to click these
items for more information.

The above example shows 0 related incidents, 6800 alerts, 0 lists for the selected host, 0 incidents for
TI, and no information available for Endpoint, Live Connect, Criticality, and Asset Risk.

TI information comes from the STIX data source configured in Context Hub. For more information,
see the Context Hub Configuration Guide.

The Actions section lists the available actions. In the above example, the Add/Remove from List,
Pivot to Investigate > Navigate, Pivot to Investigate > Hosts/Files and Pivot to Endpoint Thick Client
options are available.

Note: The Pivot to Archer link is disabled when Archer data is not available or when the Archer
data source is not responding. Check that the Archer configuration is enabled and configured

properly.

For more information, see Pivot to the Investigate > Events View, Pivot to Archer, Pivot to
NetWitness Endpoint Thick Client, Pivot to the Hosts or Files View, and Add an Entity to a
Whitelist.

2. To see more details about the selected entity, click the View Context button.
The Context Lookup panel opens and shows all of the information related to the entity.
The following example shows contextual information for a selected host. It lists all of the incidents
that mention that host.
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You can add any underlined entity to a list, such as a Whitelist or Blacklist, from a context tooltip. For
example, to reduce false positives, you may want to whitelist an underlined domain to exclude it from

the related entities.

1. In the Indicators panel, Events List, or the Nodal Graph, left or right-click the underlined entity that
you would like to add to a Context Hub list.

A context tooltip appears showing the available actions.
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Risk Scoring CONTEXT HIGHLIGHTS

Threshold Breac 0 0

EA INCIDENTS ALERTS

ENDPOINT CRITICALITY ASSET RISK

} Context Lookup

NW-9D77N13
Pivot to Investigate

7 Pivot to Investigate > Hosts/Files

Pivot to Endpoint Thick Client

= Add/Remove from List

2. In the ACTIONS section of the tooltip, click Add/Remove from List.
The Add/Remove from List dialog shows the available lists.

Add/Remove from List

Click on Save to update the list(s). Refresh the page to view the updates.

META VALUE

AlLL  SELECTED  UNSELECT..

DESCRIPTION

3. Select one or more lists and click Save.
The entity appears on the selected lists.
Add/Remove from List Dialog provides additional information.
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Create a List

You can create lists in Context Hub from the Respond view. In addition to using lists to whitelist and
blacklist entities, you can use lists to monitor entities for abnormal behavior. For example, to improve
the visibility of a suspicious IP address and Domain under investigation, you may want to include them
in two separate lists. One list could be for domains suspected of being related to command and control
connections, and another list could be for IP addresses related to remote access Trojan connections. You
can then identify indicators of compromise using these lists.

To create a list in Context Hub:

1. In the Indicators panel, Events List, or the Nodal Graph, left or right-click the underlined entity that
you would like to add to a Context Hub list.
A context tooltip opens showing the available actions.

2. In the Actions section of the tooltip, click Add/Remove from List.
3. Inthe Add/Remove from List dialog, click Create New List.

Add/Remove from List

Create New List

LIST NAME

Trojan IPs

DESCRIPTION

IP addresses related to remote access Trojan con nect'lcnns,l

4. Type a unique List Name for the list. The list name is not case sensitive.

5. (Optional) Type a Description for the list.
Analysts with the appropriate permissions can also export lists in CSV format to send to other
analysts for further tracking and analysis. The Context Hub Configuration Guide provides additional
information.
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View the Reputation Status of a File Hash

The File Reputation service available on RSA Live checks the reputation of every file hash against an
extensive database of known file hashes updated in real-time. The file reputation is displayed in the
Investigate and Respond views. In the View Context lookup, if the reputation status changes, Context
Hub notifies the change in reputation status to all Endpoint servers. Information about the file hash such
as any suspicious or malicious activity on the file is populated from Context Hub. There may be
additional information available about that entity in the Context Hub.

The following table describes the file hash reputations.

Malicious File hash is labeled as malicious.

Suspicious File hash is suspected to be malicious.

Unknown File hash is not known.

Known File hash information is known to the file reputation service and does not have any

previous bad record.

Known Good File hash information is known good, such as files signed by Microsoft or
NetWitness.

Invalid File hash format is invalid.

Note: A reputation status is visible for a file hash entity only and File Reputation service supports a
maximum of 10 million files for a reputation of file hash.

The suspicious or malicious files are available for further analysis in the Investigate > Navigate view
and Investigate > Events view. For more information on the file reputation service, see the Live Services
Management Guide and the NetWitness Endpoint User Guide.
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To view the reputation of a file hash:
1. Go to Respond > Incidents.

2. In the Incidents List view, choose an incident to view and then click the link in the ID or Name
column for that incident.

NETWITNESS esligale Respond

INCIDENTS

creATED PRIORITY status ASSIGNEE ALERTS &
07/19/202004:59:09am CcRITICAL
CRITICAL

€ manGE @) cusrom paTe RanGE
crimcaL

All Data

HIGH

CcRITICAL

CRITICAL

HIGH

CcRITICAL

CRITICAL

07/19/202008:42:49

Showing 951 out of 951 items | O selected

3. In the Incident Details view, left or right click the file hash entity.
The context tooltip displays the reputation status of the selected file hash entity.

CONTEXT HIGHLIGHTS

0 0
INCIDENTS ALERTS

KNOWN
REPUTATION

Context Lookup

Q. Pivot to Investigate

“ Pivot to Investigate > Hosts/Files

i= Add/Remove from List

New Journal Entr

4. Click Reputation to view the reputation status information.
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5. Click the File Reputation icon . to view further details.

The details for reputation status are displayed.
File Reputation : 45 g

Add/Remove from List

REPUTATION STATUS SCANNER MATCH CLASSIFICATION PLATFORM CLASSIFICATION TYPE
Malicious 28 ‘Win32 Trojan

CLASSIFICATION FAMILY

Zbot

Pivot to the Investigate > Events View

For a more thorough investigation of the incident, you can access the Investigate > Events.

1. In the Indicators panel, Events List, or the Nodal Graph, left or right click any underlined entity to
access a context tooltip.

2. In the context tooltip panel, select Pivot to Investigate.
The Events view opens, which enables you to perform a deep dive investigation.

For more information, see the NetWitness Investigate User Guide. For troubleshooting information with
the Investigate > Events link see the Alerting with ESA Correlation Rules User Guide.

Pivot to the Hosts or Files View

For a more thorough investigation about specific Hosts and Files, you can access the Hosts and Files

views.

1. In the Indicators panel, Events List, or the Nodal Graph, hover over any entity to access a context
tooltip.

2. In the context tooltip panel, select Pivot to Investigate > Hosts/Files.
If you hover over a host or IP or MAC address entity and click Pivot to Investigate > Hosts/Files, it
displays the Hosts view with a specific host listed.
If you hover over a filename or file hash entity and click Pivot to Investigate > Hosts/Files it
displays the Files view with a specific file listed.

Note: By default, the search for entities is on the previously selected Endpoint Server. However, you
can select a different Endpoint Server to fetch the information or data.

For more information, see the NetWitness Investigate User Guide.
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Pivot to NetWitness Endpoint Thick Client

If you have the NetWitness Endpoint thick client application installed, you can launch it through the
context tooltip. From there, you can further investigate a suspicious IP address, Host, or MAC address.

1. In the Indicators panel, Events List, or the Nodal Graph, hover over any underlined entity to access a
context tooltip.

2. In the context tooltip panel, select Pivot to Endpoint Thick Client.
The NetWitness Endpoint thick client application opens outside of your web browser.

For more information on the thick client, see the NetWitness Endpoint User Guide.

Pivot to Archer

For viewing more details about the device in Archer Cyber Incident & Breach Response, you can pivot
to the device details page. This information is displayed only for IP address, host, and Mac address.

1. In the Indicators panel, Events List, or the Nodal Graph, left or right click any underlined entity
(IP address, host, and Mac address) to access a context tooltip.

In the context tooltip panel, select Pivot to Archer.

CONTEXT HIGHLIGHTS

0 0 0
INCIDENTS ALERTS LISTS

HIGH MEDIUM
ENDPOINT ~ CRITICALITY ~ ASSETRISK

0
Tl

“\-\104-20'2,“ @ Context Lookup

Q Pivot to Investigate

' Pivot to Investigate > Hosts/Files
@ Pivot to Endpoint Thick Client

& Pivot to Archer

i= Add/Remove from List

3. The device details page in Archer Cyber Incident & Breach Response opens if you are logged in
to the application, otherwise the login screen is displayed.
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Note: The Pivot to Archer link is disabled when Archer data is not available or when the Archer
Datasource is not responding. Check that the Archer configuration is enabled and configured properly.

For more information, see the NetWitness Archer Integration Guide.

View Event Analysis Details for Indicators

In the Incident Details view Indicators panel, you can drill deeper into the events associated with the
listed indicators to get a better understanding of the events. In the Events panel, you can view raw events
and metadata with interactive features that enhance your ability to find meaningful patterns in the data.
You can examine network, log, and endpoint events in the Events panel. The Events panel in the
Respond view shows the Events view from Investigate for specific indicator events. For detailed
information about the Events view, see the NetWitness Investigate User Guide.

Note: You must have the following Investigate-server permissions to view the Events panel in the
Respond view:

event.read

content.reconstruct

content.export

The Events view requires all Core services to be on NetWitness Platform 11.4 or later.

Migration Considerations

Migrated incidents from NetWitness versions before 11.2 will not show the Events panel in the Respond
Incident Details view Indicators panel. Likewise, if you use alerts that were migrated from versions
before 11.2 to create incidents in 11.5, you will also not be able to view the Events panel in the Respond
view for those incidents.

71 Investigate the Incident




NetWitness Respond User Guide

To access event analysis details for an event in the Indicators panel:
1. Go to Respond > Incidents.

2. In the Incidents List view, choose an incident to view and then click the link in the ID or NAME
column for that incident.
The Incident Details view is displayed.

3. In the left panel of the Incident Details view, go to the Indicators tab.

NETWITNESS vestiga Respond lHosts Files Dashboar

ING-957

High Risk Alerts: ESA for 10.

INDICATORS (18) | FIND RELATED

Data source information is shown above the names of the indicators. You can also see the creation
date and time as well as the number of events in the indicator. If event analysis (EA) information is
available, you can see an EA icon in front of the event count as shown in the following figure.

EA
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4. Click an event count with an EA icon to view additional event information.

INDICATORS (18) FIND RELATED

Event Stream Analysi 19/, 4 pm

urce is 10.

Ewvent Stream Ana

urce is 10.

- 61949

5. Click an event type hyperlink within the event to open the Events panel. In the following example,
the event type is Network.
CWVERWVIEW INDICATORS (18) FIND RELATED

Ewvent Stream Analy

source is 10

- 61949

The Events panel shows event details for the event, such as packet analysis details. The information
available can vary based on the event type.
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For detailed information about the Events view, see the NetWitness Investigate User Guide.

Note: If you want to send the Events URL link to another analyst, you can copy the event type
hyperlink, for example Network.
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View User Entity Behavior Analytics for Indicators

NetWitness UEBA (User and Entity Behavior Analytics) is an advanced analytics solution for
discovering, investigating, and monitoring risky behaviors across all users and entities in your network
environment. You can access UEBA from the Respond Incident Details view Indicators panel. Indicators
with a User Entity Behavior Analytics hyperlink have additional UEBA information available. For
detailed information about UEBA, see the NetWitness UEBA User Guide.

NETWITNESS Inve € Respond User

User Entity Behavior Analytics

Document Steps Taken Outside of NetWitness

The journal shows notes added by analysts and it enables you to collaborate with your peers. You can
post notes to a journal, add Investigation Milestone tags (Reconnaissance, Delivery, Exploitation,
Installation, Command and Control, Action on Objective, Containment, Eradication, and Closure), and
view the history of activity on your incident.

View the Journal Entries for an Incident

The Journal is on the right side of the Incident Details view.
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The Journal shows the history of activity on an incident. For each journal entry, you can see the author
and time of the entry.

JOURMAL (4) TASK

A T1 07/19/2020 10:02:
INC-5655 was escalated to the SOC Manager.

1 07 /1972020 10:0

I am researching this incident. It is similar to one
that | looked at yesterday.

A T1 07/19/2020 10:03:47 pm
| plan to create a task for Marlene.

\GER  07/19/2020 10:09:13 pm
MILESTONE

This is very serious. Let's discuss it.

New Journal Entry

Pierre should be able to help with this_|

Submit

Add a Note

Typically, you will want to add a note to allow another analyst to understand the incident, or add a note
for posterity so that your investigative steps are documented.
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1. At the bottom of the Journal panel, type your note in the New Journal Entry box.

New Journal Entry

It looks like the user is running an executable that calls pl:lWEFShE||.EIE|

2. (Optional) Select an Investigation Milestone from the drop-down list (Reconnaissance, Delivery,
Exploitation, Installation, Command and Control, Action On Objective, Containment, Eradication,
and Closure).

3. After you finish your note, click, Submit.
Your new journal entry appears in the Journal.

NETWITNESS Investigate Respond Users, 5 F 0al ¢ o] E ® idmin
INC-5655 & Nodal Graph 1= Events List JOURNAL (6)
User Entity Behavior Analytics for ANALYST1
P 1 - MiLESTONE
9
ING-5655 was est

FIND RELATED

Iam researching thisincident. Itis similar to one
that | looked at yesterday.

MILESTONE
Pierre should be able to help with this.

ANALYST1 48
MiLEsTONE | Exploitation ~

inning an executable that

.

MiLESTONE  [None

Delete a Note
1. In the Journal panel, locate the journal entry that you would like to delete.

2. Click the trash can (delete) icon next to the journal entry.

MILESTONE Exploitation Y

It looks like the user is running an executable that
calls powershell.exe.

3. In the confirmation dialog that appears, click OK to confirm that you want to delete the journal
entry. This action cannot be reversed.
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Use MITRE ATT&CK® Framework

MITRE ATT&CK is a curated knowledge base and model for cyber adversary behavior, reflecting the
various phases of an adversary’s attack lifecycle and the platforms they are known to target. ATT&CK
focuses on how external adversaries compromise and operate within computer information networks. It
originated out of a project to document and categorize post-compromise adversary tactics, techniques and
procedures (TTPs) against Microsoft Windows systems to improve detection of malicious behavior. It
has since grown to include Linux and macOS, and has expanded to cover behavior leading up to the
compromise of an environment, as well as technology-focused domains like mobile devices, cloud-based
systems, and industrial control systems.

At a high-level, ATT&CK is a behavioral model that consists of the following core components.

o Tactics, denoting short-term, tactical adversary goals during an attack.
o Techniques, describing the means by which adversaries achieve tactical goals.

o Sub-techniques, describing more specific means by which adversaries achieve tactical goals at a lower
level than techniques.

o Documented adversary usage of techniques, their procedures, and other metadata.

ATT&CK is organized in a series of technology domains, the ecosystem an adversary operates within.
Currently, there are three technology domains:

o ATT&CK for Enterprise: This iteration focuses on adversarial behavior in Windows, Mac, Linux, and
Cloud environments.

o ATT&CK for Mobile: This iteration focuses on adversarial behavior on iOS and Android operating
systems.

e ATT&CK for ICS: This iteration focuses on describing the actions an adversary may take while
operating within an ICS network.

Within each domain are platforms, which may be an operating system or application, for example,
Microsoft Windows. Techniques and sub-techniques can apply to multiple platforms.

IMPORTANT: Both MITRE ATT&CK® and ATT&CK® are registered trademarks of the MITRE
Corporation. © 2024 The MITRE Corporation. This work is reproduced and distributed with the
permission of The MITRE Corporation.

The ATT&CK Model

The basis of ATT&CK is the set of techniques and sub-techniques that represent actions that adversaries
can perform to accomplish objectives. Those objectives are represented by the tactic categories the
techniques and sub-techniques fall under. This relatively simple representation strikes a useful balance
between sufficient technical detail at the technique level and the context around why actions occur at the
tactic level.
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The ATT&CK Matrix provides the relationship between tactics, techniques, and sub-techniques can be
visualized in the ATT&CK Matrix. For example, under the Persistence tactic (this is the adversary’s goal
— to persist in the target environment), there are a series of techniques including Hijack Execution Flow,
Pre-OS Boot, and Scheduled Task/Job. Each of these is a single technique that adversaries may use to
achieve the goal of persistence. Furthermore, some techniques can be broken down into sub-techniques
that describe in more detail how those behaviors can be performed. For example, Pre-OS Boot has three
subtechniques consisting of Bootkit, Component Firmware, and System Firmware to describe how
persistence is achieved before an operating system boots. Figure 2 depicts the Persistence Tactic with
techniques and four techniques expanded to show sub-techniques: Account Manipulation, Pre-OS Boot,
Scheduled Task/Job, and Server Software Component.

MITRE | ATT&CK' Matrices ~ Tactics ~ Techniques ~ cT -~ Resources ~ Benefactors Blog 2 Search Q

ATT&CK Matrix for Enterprise
layout: side > show sub-techniques hide sub-techniques

Reconnaissance Resource Initial Access Execution Persistence Privilege Defense Evasion Credential Lateral
Development Escalation Access Movement
10 techniques 8 technigues 10 techniques. 14 techniques 20 techniques 14 technigues 43 techniques 17 techniques techniques 9 techniques

Removable
Mediz

s fattack mitre.ora/techniques/T1556

About Adversaries and Techniques

A cyber adversary is a person, group, organization, or government that conducts or has the intent to
perform malicious actions against other cyber resources.

The adversaries use certain ways called Techniques and perform certain actions to achieve a tactical
goal.

For example: The adversary uses Access Token Manipulation technique to modify access tokens to
operate under a different user or system security context to perform actions and bypass access controls.

For more information on Techniques, see https://attack.mitre.org/techniques/enterprise/.
There are 3 categories in Techniques:

o Enterprise: This Techniques category displays a total of 201 Techniques.
For more information, see https://attack.mitre.org/techniques/enterprise/.
e Mobile: This Techniques category displays a total of 72 Techniques.

For more information, see https://attack.mitre.org/techniques/mobile/.
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o ICS: This Techniques category displays a total of 81 Techniques.

For more information, see https://attack.mitre.org/techniques/ics/.

Tactics

Tactics represent the tactical goal of the adversary. They provide information about the reason for
performing any action.

For example: If the Tactic name is Reconnaissance, it represents that the adversary may want to achieve
credential access.For more information on Tactics, see https://attack.mitre.org/tactics/enterprise/.

There are 3 categories in Tactics:

o Enterprise: This Tactics category displays a total of 14 Tactics.
For more information, see https://attack.mitre.org/tactics/enterprise/.
e Mobile: This Tactics category displays a total of 14 Tactics.
For more information, see https://attack.mitre.org/tactics/mobile/.
o ICS: This Tactics category displays a total of 12 Tactics.

For more information, see https://attack.mitre.org/tactics/ics/.

Sub -Techniques

Sub-techniques are the multiple ways that an adversary uses to execute the main Technique. In specific,
Sub-technique is a way to describe a specific implementation of a technique in more detail. These Sub-
techniques are more detailed adversary actions.

For example: The technique such as Phishing has 4 sub-techniques which provide more details about
how adversaries send phishing messages to gain access to systems.

There are 424 Sub-techniques listed under the Enterprise Techniques list. For more information, see
https://attack.mitre.org/techniques/enterprise/.

There are 42 Sub-techniques listed under the Mobile Techniques list. For more information, see
https://attack.mitre.org/techniques/mobile/.

There are no Sub-techniques listed under the ICS Techniques list.

Mitigations
Mitigations represent security concepts and classes of technologies that can be used to prevent a
technique or sub-technique from being successfully executed.

For example: The Mitigation Audit represents performing audits or scans of systems, permissions,
insecure software, insecure configurations, etc. to identify potential weaknesses.

There are 43 Mitigations listed under Enterprise Mitigations list. For more information, see
https://attack.mitre.org/mitigations/enterprise/.

There are 12 Mitigations listed under Mobile Mitigations list. For more information, see
https://attack.mitre.org/mitigations/mobile/.
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There are 52 Mitigations listed under ICS Mitigations list. For more information, see
https://attack.mitre.org/mitigations/ics/.

Procedure Examples

A procedure is the specific details of how an adversary carries out a technique to achieve a tactic.

For example: MITRE ATT&CK lists how an adversary APT19 (G0073) uses a watering hole attack to
perform a Drive-by Compromise (Technique T1189) and gain Initial Access (Tactic TA0001) of
forbes.com in 2014.

For more information on Procedure Examples, see https://attack.mitre.org/resources/faq/#faq-0-2-header
and https://attack.mitre.org/groups/G0032/.

Note: NetWitness Platform uses ATT&CK for Enterprise.

MITRE ATT&CK Integration with NetWitness Platform

MITRE ATT&CK is integrated with NetWitness Platform to help analysts look into the various
techniques and tactics associated with the Incidents, alerts, and events. The new ATT&CK© Explorer
Panel introduced in the Respond and Investigate view allows you to view the detailed information on
the Tactics, Techniques, Sub-Techniques, Mitigations, and Procedure Examples associated with the
Incidents, alerts, and events in the Respond and Investigate view.

NetWitness Live is integrated with MITRE framework to help analysts to view the MITRE ATT&CK
Tactics and MITRE ATT&CK Techniques associated with the Application Rules and Event Stream
Analysis Rules.

The Service Details Right panel ( (Configure) > Policies > Content > Content Library >
Application Rule or Event Stream Analysis Rule > click a row > Service Details Right panel) is
enhanced to provide information about the MITRE ATT&CK Tactics and MITRE ATT&CK
Techniques. You can tag MITRE ATT&CK Tactics and MITRE ATT&CK Techniques while creating a
custom Application Rule or Event Stream Analysis Rule.

For more information on MITRE ATT&CK integration in the Investigate view, see NetWitness
Investigate User Guide for 12.4.

For more information on MITRE ATT&CK integration in CCM, see Policy-based Centralized Content
Management Guide for 12.4.

Incident List View Enhancement

In 12.4, the Incident List view is enhanced with MITRE ATT&CK Tactics column to display the
particular Tactic associated with each Incident. The new ATT&CK®© Explorer Panel populates when
you click any Tactic in the MITRE ATT&CK Tactics column.
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$# More Actions
PRIORITY RISKSCO_. 1D sTaTus ASSIGNEE ALERTS |MITRE ATT&CK TACTICS
HIGH
HIGH
HIGH
HIGH
HIGH 0 Assigned
signed incidents HIGH 50 New
HIGH
HIGH
HIGH
HIGH
HIGH

HIGH

Incidents per page

1- 14 of 14 Incidents | O selected

Incident Overview Panel Enhancement

In 12.4, the Incident Overview Panel is enhanced with MITRE ATT&CK Tactics and MITRE
ATT&CK Techniques field. Refer the following figure.

83 Use MITRE ATT&CK® Framework



NetWitness Respond User Guide

INC-51647063

OVERVIEW INDICATORS (1 FIND RELATED HISTORY

(Unassigned)

Event Stream Analysis

1 Indicator{s), 1 Event(s)

Credentials from Password Stores

Debugger Evasion

The new ATT&CKO Explorer Panel populates when you click the Tactic or Technique in the Incident
Overview Panel.

Incident Filters Panel Enhancement

In 12.4, the Incident Filters panel is enhanced with the new filters MITRE ATT&CK TACTICS and
MITRE ATT&CK TECHNIQUES. You can filter the Incidents on the basis of the MITRE ATT&CK
Tactics and Techniques associated with them. Refer the following figure.
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N

STATUS

Reopen

New

Assigned

In Progress

Task Requested

Task Complete
Closed

Closed - False Positive

OO0ooooOooOooOoaon

ASSIGNEE

O Show only unassigned incidents

CATEGORIES

MITRE ATT&CK TACTICS

MITRE ATT&CK TECHNIQUES

CONTAINS PERSISTED EVENTS

O Yes
0O No

SENT TO ARCHER

‘ Reset Save as...

Alerts List View Enhancement

In 12.4, Alerts List view is enhanced with MITRE ATT&CK Tactics column to display the particular
Tactic associated with each alert. The new ATT&CK®© Explorer Panel populates when you click any
Tactic in the MITRE ATT&CK Tactics column.
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More Action:

SOURCE #EVENTS  HOST SUMMARY INCIDENT ID MITRE ATTRCK TACTICS PERSISTED STATUS

Event Stream Anal

Event Stream Analy 51,004 0 ct Complete

plete
Complete
Complete
Complete

Complete

wplete
Complate
Complete
Event Stream Analy % t010.1.. t Complete
Event Stream Anal . E 0L. -
Event Stream Analy; 10 X ) “omplete @

erts | O selected g Alerts per page

Alerts Details View Enhancement

In 12.4, the Overview panel in the Alerts Details view is enhanced with MITRE ATT&CK Tactics
and MITRE ATT&CK Techniques field.

2events
SOURCE MAC SOURCE USER DESTINATION 1P DESTINATION P.
1111

1112

Discovery | [ Collection |

The new ATT& CK© Explorer Panel populates when you click any Tactic or Technique in the
Overview panel in Alerts Details view.
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Alerts Filters Panel Enhancement

In 12.4, the Alerts Filters panel is enhanced with the new filters MITRE ATT&CK TACTICS and
MITRE ATT&CK TECHNIQUES. You can filter the alerts on the basis of the MITRE ATT&CK
Tactics and Techniques associated with them. Refer the following figure.

O NetWitness Investig
O NetWitness Insight

SEVERITY

0

PART OF INCIDENT
O Yes
O No

ALERT NAMES

MITRE ATT&CK TACTICS

MITRE ATT&CK TECHNIQUES

Save as...

Alert Overview Panel Enhancement

In 12.4, the Alert Overview Panel is enhanced with MITRE ATT&CK Tactics and MITRE
ATT&CK Techniques field. Refer the following figure.
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The new ATT&CK®O Explorer Panel populates when you click the Tactic or Technique in the Alert
Overview Panel.

ATT&CKO Explorer Panel

ATT&CK®O Explorer Panel provides information about the adversary tactics and techniques associated
with the Incidents and alerts in the Respond view. The following table describes the various fields in the
ATT&CK®O Explorer Panel.

e

MITRE Displays the type of tactic associated with the Incident. For example: Credential
ATT&CK Access, The tactic Credential Access tries to steal account names and passwords. For
Tactics more information, see https://attack.mitre.org/tactics/enterprise/.

ATT&CK ID Displays the Tactics ID associated with the Tactic. For example: TA0006. The Tactics
ID TAO0006 is associated with the Tactic Credential Access,

Description  Displays the detailed information about the Tactic associated with the particular
incident.
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s o

Techniques ~ Displays the ID, Name, and the Description of the various Techniques and Sub —
Techniques associated with the Tactics.

Note: Techniques are the ways with which the adversary tries to achieve a tactical
goal by performing an action. Sub — Techniques describe the adversarial behavior at
a lower level than a technique. For more information, see
https://attack.mitre.org/resources/faq/#faq-0-0-header and
https://attack.mitre.org/techniques/enterprise/.

Mitigations ~ Displays the ID, Name, and the Description of the Mitigations used to prevent a
technique or sub-technique from being successfully executed. For example: The
Mitigation name Account Use Policies associated with the ID M1036 helps configure
features related to account use like login attempt lockouts and specific login times. For
more information, see https://attack.mitre.org/mitigations/enterprise/.

Procedure Examples Displays the ID, Name, and the Description of the procedures that the
adversary uses for techniques or sub-techniques. For example: Lazarus Group with the
ID G0032 is a North Korean state-sponsored cyber threat group that was responsible
for the November 2014 destructive wiper attack against Sony Pictures Entertainment as
part of a campaign named Operation Blockbuster by Novetta. For more information,
see https://attack.mitre.org/resources/faq/#faq-0-2-header and
https://attack.mitre.org/groups/G0032/,

88 ATT&CK® Explorer

&3 Credential Access

v Overview

ATT&CK ID

DESCRIPTION
The adversary is trying to steal account names and passwords.
Credential Access consists of techniques for stealing credentials like account
names and passwords. Techniques used to get credentials include keylogging or
credential dumping. Using legitimate credentials can give adversaries access to
systems, make them harder to detect, and provide the opportunity to create more
accounts to help achieve their goals.

.~ Techniques (1)

NAME DESCRIPTION 3

Adversary-in-the-Middle Adversaries may attempt to position t...
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8 ATT& Explorer

fa) Account Discovery

ATT&CK ID TYPE TACTIC

Technique Discovery

DESCRIPTION

Adversaries may attempt to get a listing of valid accounts, usernames, or email
addresses on a system or within a compromised environment. This information
can help adversaries determine which accounts exist, which can aid in follow-on
behavior such as brute-forcing, spear-phishing attacks, or account takeovers
(e.g., ).

Adversaries may use several methods to enumerate accounts, including abuse of
existing tools, built-in commands, and potential misconfigurations that leak
account names and roles or permissions in the targeted environment.

For examples, cloud environments typically provide easily accessible interfaces
to obtain user lists. On hosts, adversaries can use default and other
command line functionality to identify accounts. Information about email

addresses and accounts may also be extracted by seg 4 ‘ng an infected system's

files.

SUB TECHNIQUE

Local Account Domain Account Email Account Cloud Account

Mitigations (1)
NAME DESCRIPTION 5

Operating System Configuration Make configuration changes related t...

Procedure Examples (4)
NAME DESCRIPTION

FIN13 is a financially motivated cyb...
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Cub Technigque

t growp fdomain

The following table explains the various sections highlighted in the above figures.

ey

1 This section displays the type of Tactic associated with the Incident.
2 This section displays the Tactics ID associated with the Tactic.
3 This section displays the ID, Name, and the Description of the various Techniques

associated with the Tactics.

4 This section displays the list of the various Sub-Techniques associated with the main
Technique.
5 This section displays the ID, Name, and the Description of the Mitigations used to prevent a

technique or sub-technique from being successfully executed.

6 This section displays the ID, Name, and the Description of the procedures that the adversary
uses for techniques or sub-techniques.
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MITRE ATT&CK® Lookup in Respond Event Reconstruction
view

In 12.4 version, the ATTACK.TACTIC, ATTACK.ALL, and ATTACK. TECHNIQUE meta keys in
the Event Metadata panel or Event Reconstruction view are enhanced with MITRE ATT&CK©

Lookup option to help analysts get more information on the MITRE Tactic and Technique associated
with the particular event or the incident.

sdvhalper. ene

! MITRE ATTRCK® Loolag

The new ATT&CKO Explorer Panel is displayed when you click MITRE ATT&CK©O Lookup
option.

To access MITRE ATT&CKO Lookup option

1. Go to the Respond view.

2. Select an Incident ID in the Incident List view.
The Incident Details view is displayed.

3. Select an event in the Indicators panel.

The Event Metadata panel is displayed.

4. Click B next to the ATTACK.TACTIC or ATTACK. TECHNIQUE meta value.
5. Select MITRE ATT&CK®© Lookup option.
The ATT&CK® Explorer Panel is displayed.
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Use Case Example

The following use case provides an example of an administrator using NetWitness Platform to configure
MITRE details for ESA Rules. The use case example also provides information on how an analyst can
use the MITRE data configured to perform threat analysis and prevent the technique from being
successfully executed.

Use Case: Configuring MITRE details for Custom ESA Rules

After logging in to NetWitness Platform, David, an administrator, navigates to (Configure) >
Policies > Content > Content Library > More > Event Stream Analysis Rule. Administrator selects a

custom ESA rule Privilege Escalation Detected in Unix by Task Execution and configures the MITRE
ATT&CK Tactic and MITRE ATT&CK Technique for the rule to help analyst with better insight on the
threat associated with the alert or incident that is generated by this content.

In this case, the content can identify the threat which is associated with MITRE Tactic Privilege
Escalation and Technique Scheduled Task/Job. Therefore, the administrator configures Privilege
Escalation tactic and Scheduled Task/Job technique to the content.

BSCRIPTIONS  CA CIES  POLICIES SA RULES  CUSTOM FEEDS  INCIDENT RULES
CONTENT

SASE INTEGRATION PLUGIN APP N RULE LOG DEVICE EVENT STREAM ANALYSIS RULE  MORE

+ CreateRule v W Delete Privilege Escalation Detected in Unix by Task Execution

[0 NAME T SEVERITY MEDIUM NOTIFICATI... LAST UPDATED POLICIES
{4 EditRule || 4 Configure MITRE ATT&CK Details

Privilege Escalatio.. c. Low logandp... - 02/20/202409.... None

CONTENT TYPE

SEVERITY

MEDIUM

POLICIES

MITRE ATT&CK TACTICS

Privilege Escalation

MITRE ATT&CK TECHNIQUES

VERSION

NOTIFICATIONS

1-1of 1 Event Stream Analysis Rules | 1 selected Event Stream Analysis Rules per page

When an alert is generated with the deployed ESA content with MITRE tactic and technique configured,
John, an analyst, finds this information on the Respond Alerts and Incidents.

This additional MITRE context helps John to make an informed decision on responding to the incidents.
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# More Actione

SOURCE #EVENTS  HOST SUMMARY INCIDENT 1D MITRE ATT&CK TACTICS PERSISTED STATUS
ion Incident
NetWitness Investigate 3 Analysis-netwitnessxdr,10. Priv lation

Save as. 1-10f 1 Alerts | Oselected 1 000 Alerts per page

88 ATT&CK® Explorer

EMRICIECC O B Privilege Escalation

SOURCE #EVENTS  HOST SUMMARY
on Incident Overview
NetWitness gate 2 etwitness:
ATT&CK ID

DESCRIPTION
The adversary is trying to gain higher-level permissions.
Privilege|Escalation consists of techniques that adversaries use to gain higher
level permissions on a system or network. Adversaries can often enter and explore
a network with unprivileged access but require elevated permissions to follow
through on their objectives. Common approaches are to take advantage of system
weaknesses, misconfigurations, and vulnerabilities. Examples of elevated access
include:
SYSTEM/root level
local administrator
user account with admin-like access
user accounts with access to specific system or perform specific function
These techniques often overlap with Persistence technigues, as OS features that
let an adversary persist can execute in an elevated context
Techniques (1)
NAME DESCRIPTION
Scheduled Adve ies may abuse .

Save as. 1-1of 1 Alerts | Oselected

John also gets an overview on the attack tactic and technique by clicking on the MITRE tactic or
technique. He further navigates over the technique, possible sub-technique, and their mitigation
information.

This helps in fastening up the incident / alert triage process and take remediation steps quickly.
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88 ATT&CK® Explorer

MoreActions v | ¢ @ Scheduled Task/Job

SOURCE #EVENTS  HOST SUMMARY o
ction Incident e
.. NetWitness Investigate Analysis-netwitne:
ATT&CK 1D TYPE TACTIC

Technique Privilege Escalation

DESCRIPTION

Adversaries may abuse task scheduling functionality to facilitate initial or

recurring execution of malicious code. Utilities exist within all major operating
HEA systems to schedule programs or scripts to be executed at a specified date and

time. A task can also be scheduled on a remote system, provided the proper

authentication is met (ex: RPC and file and printer sharing in Windows

y may require being
amember of an admin or otherwise privileged group on the remote system.
(Citation: TechNet Task Scheduler Security)

Adversaries may use task scheduling to execute programs at system startup or on
a scheduled basis for persistence. These mechanisms can also be abused to run a
process under the context of a specified account (such as one with elevated
permissions/privileges). Similar to , adversaries
have also abused task scheduling to potentially mask one-time execution under a
trusted system process.(Citation: ProofPeint Serpent)

SUB TECHNIQUE
At Cron Scheduled Task Systemd Timers
Container Orchestration Job
Privilege Escalation
Mitigations (4)
MITRE ATT&CK TECHNI
NAME DESCRIPTION

jser Account Management Manage the creation, modification, u

Save as. 1-10f 1 Alerts | Oselected Privileged Account Management Manage the creation, modification, us..

88 ATT&CK® Explorer

§ More Actions & [® Scheduled Task/Job

SOURCE WEVENTS  HOSTSUMMARY  TOCESS UNUET LE COMLEXL U1 4 SPECIIEY 4CCOUNL (SUCH @5 ONE WILN E1evated
permissions/privileges). Similar to , adversaries
have also abused task scheduling to potentially mask one-time execution under a

trusted system process.(Citation: ProofPoint Serpent)

NetWitness Investi Analysis-netwitne:

SUB TECHNIQUE
At | | Cron duled Task | | Systemd Timers

O NetWitness Co C
NetWitness Cor Container Orchestration Job
O NetWitness Investigate

Mitigations (4)
NAME DESCRIPTION
jser Account Management Manage the creation, medification, us.

Privileged Account Management Manage the creation, modification, u
Operating System Configuration Make configuration changes related t...
Audit Perform audits or scans of systems, pe...

Examples (5)

NAME DESCRIPTION

es Earth Lusca ted China-ba

Privilege Escalation

Remsec s amodular backdeor that ...
el Lokibot distributed info
StrifeWater

DEADEYE
Save as. 1-10of 1 Alerts | O selected
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Generate Reports from Respond View

From NetWitness Platform 12.3 or later, Users can directly create or schedule a report from the Respond
view. You can create a simple ad-hoc report or complex report and configure its execution properties by
scheduling a report. You can generate a report to capture details related to past, current, or predicted
resource needs and schedule different time ranges to execute the same report. For example, depending on
your requirement, you can schedule a report to run hourly, daily, weekly, or monthly.

Note:

* [f the administrator has not configured the time zone, the reports follow the UTC time zone by
default.

* [f the administrator configures the time zone under the User Preferences panel, the report follows the
administrator’s configured time zone. For more information, see in the
NetWitness Getting Started Guide.

* A generated output report can contain up to 100 results in tabular format.

IMPORTANT: The minimum permissions for the users required to create/schedule reports in
Respond View:

* Must enable Define rule, Access configure, and Define report in the report permission section.
* Must enable alert.manage, incident.manage, alert.read, incident.read in the respond-server
permission section.

P

NETWITNESS Respond  Users iles  Dashboard  Reports S 4 QF =L

INCIDENTS ALERTS TASKS

CREATED ¥ PRIORITY RISK SCO... ol ASSIGNEE ALERTS  PERS
SAVED FILTERS
06/07/202309:07:25 pm CRITICAL

06/07/202308:48:28 pm CRITICAL
@ ) CUSTOM DATE RANGE

TIME RANGE

06/07/202309:16:25am CRITICAL

All Data

06/07/202308:11:27 am CRITICAL res E
INCIDENT ID
IN 06/07/202308:11:13am CRITICAL

06/06/202310:52:22 pm CRITICAL

INCIDENT NAME
06/06/2023 10:18:26 pm CRITICAL

Contains
06/05/2023 11:48:27 pm CRITICAL
PRIORITY 06/05/2023 08:52:20 pm CRITICAL

O Low
O Medium 06/05/202306:39:20 am CRITICAL

O High

O Critical 06/05/202306:39:04 am CRITICAL
06/05/202306:38:59 am CRITICAL

sTATUS

O Reopen 06/04/2023 10:03:23 pm CRITICAL
O New

06/04/2023 09:22:45 pm CRITICAL

06/04/202309:22:19 pm CRITICAL

O Task Complete
O Closed 06/04/2023 08:20:47 am CRITICAL
O Closed- False Positive

06/04/202308:18:17 am CRITICAL

ASSIGNEE
06/04/2023 08:18:17 am CRITICAL

Reset Save Save as... 1- 27 of 27 Incidents | O selected 1000 Incidents per page

* Create a Report.
* Schedule a Report.
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Create a Report

The Create Report dialog enables you to create a report instantly. To create a report, you must select the
incidents or alerts via their checkboxes.

Note: The report will only include data from the selected records on the screen.

To create a Report
1. Log in to the NetWitness Platform.

2. Go to Respond > Incidents.

IMPORTANT: You can create reports from the Incidents and Alerts pages separately as per your
requirements. For generating reports from the Alerts page, Go to Respond > Alerts

3. Apply the required filters on the incident or alert page, select the desired records, and create a report
for selected Incidents or Alerts.

Note:

- Once - Once the Incident or Alerts are displayed, you can sort them by ascending or descending
order, and the report will be generated for the selected records.

- To generate the reports, users must select one or more incidents or alerts.

4. Click More Actions > Create Report.
The Create Report dialog is displayed.

Create Report

Report layout is set to tabular by default | Cancel

5. The default report name with a time stamp will be displayed initially. For example, Report on
Incident - 2023-02-25 10-16-09.
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Note:

* You can customize the report name as per the requirement, and the name must be unique to
create a report.

* The report name must not have special characters such as /\: * 77 <> |.

IMPORTANT: Ensure that the SMTP mail server is configured in order to send reports to users.

6. (Optional) Click Email Output Action and enter the email address to which the generated report
needs to be sent.

You can enter multiple comma-separated valid email IDs. For example,
emaill @example.com,email2@example.com,email3@example.com.

7. Click Create.

The success message is displayed on the screen.

Note: The time required for reports to be generated may vary based on the amount of data. Please wait
for the requested report to be created.

8. To view the report, do one of the following:

o On the success message banner, click the hyperlink click here to directly open the report in the
reports tab.

¢ Go to Reports > Manage > Reports > View All Reports.

Note:

* You can download the report in a PDF or CSV file format for future and offline needs.

* When the report is generated, it is attached as a PDF to the email and sent to all users configured
during the report creation process.

Schedule a Report

The Schedule Report dialog enables you to create a schedule for the report. Reports can be scheduled
later (required time-line), hourly, daily, weekly, or monthly. In order to schedule a report at a specific
time or on a daily, weekly, or monthly basis, you must configure the scheduling options on the Schedule
tab.

Note: The report will only include data from the selected time interval. You can change the interval
starting with the next recurrence.

To create a Schedule Report
1. Log in to the NetWitness Platform.

2. Go to Respond > Incidents.

IMPORTANT: You can create reports from the Incidents and Alerts pages separately as per your
requirements. For generating reports from the Alerts page, Go to Respond > Alerts

3. Apply the required filters on the incident or alert page, select the desired records, and create a report
for selected Incidents or Alerts.
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All filters applied on the filters panel will be included in the reporting rule to create your report.

Note: Once the events are displayed, you can sort the events by ascending or descending order, and
the report will be generated based on the limit configured.

4. Click More Actions > Schedule Report.
The Schedule Report dialog is displayed.

Schedule Report

Incidents - 2023-04-0308-23-02

Report layout is set to tabular by default

5. The default report name with a time stamp will be displayed initially. For example, Report on
Incident - 2023-04-25 10-18-26.

6. Specify the following parameters to configure the Schedule.

Depending on the type of run schedule, select one of the following:
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e = R

Run Time interval to use for running the scheduled
job:

* Now: If you select a Now. The system will
instantly generate reports with the filters applied
from the filters panel.

o Later: If you select a Later run schedule, you
must provide a value for the day and time in
the respective field provided.

o Hourly: If you select an Hourly run
schedule, you must specify the minutes in the
At Minute field. For example, if you schedule
the report for 50 minutes, for every 50th
minute, the report will be prepared.

Note: A maximum of only 59 minutes can
be selected.

o Daily: If you select a Daily run schedule, you
must enter a value in the At field. For
example, if you schedule the report at 04:25,
the report will be prepared at 04:25 AM every
day.

o Weekly: If you select a Weekly run schedule,
you must enter a value in the At field and
select the weekdays.

Note: The report runs on the day of the
week that the schedule begins. For example,
if you schedule the report to first run on
Monday, the report runs on Monday every
week.

o Monthly: If you select a Monthly run
schedule, you must provide a value for the day
and At field. For example, select 25 for the
25th day of the month. The report will be
prepared on the 25th month of every month.

Note: During the monthly report generation
process, a message will appear if the day is
greater than 28. This will notify the user that
the report will be scheduled for the month
containing that day.
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L

ON o Past: If you select the Past option, you can
schedule the report based on Hours, Days,
Weeks, Months, and Years. For example, if
you want to schedule the report to start three
days before the current date, do the following
actions:

o Select Past in the ON field.

o Enter 3 in the field and select Days from
the drop-down list.

This field appears only if you select Later
in the Run field.

Note:

* This field appears if you select Later,
Hourly, Daily, Weekly, and Monthly in
the Run field.

* For Hourly, the maximum value
allowed is 168 (24 hours x 7 days) which
is counted as total hours.

o Range(specific): If you select Range(specific)
option, you must provide the From and To
values.

For example, if you want to schedule the
report for a specific date and time range from
02/01/2023 12:00:00 AM to 02/15/2023
12:00:00 AM. The report runs for the data on
the specified period.

Note: This field appears only if you select
Later in the Run field.

o Range(generic): If you select Range(generic)
option, you must provide the From and To
values.

For example, if you want to schedule the
report daily for a time range, from 04:00 to
10:00. The report runs for the data on the
specified period.

Note: This field appears only if you select
Later, Daily, Weekly, and Monthly in the
Run field.
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Note: While scheduling a report, if you select
the Past option or Range(specific)/Range
(generic) option or an end time range very
close to the current time, you must ensure that
the aggregate data in the data source is
returned. If there is an aggregation delay in the
data source, the end time you choose must
account for the delay, otherwise reports lose
non-aggregate data for that time range.

Use relative time calculation o By default, the Use relative time calculation
option is enabled, and it uses the relative time
duration to schedule a report.

For example, if you schedule a report to run
over the past 3 hours for the relative time, the
time is exactly 3 hours from when the report is
run. If the current time is 6:30 P.M., the
events that occurred in the past 60 minutes or
between 3:30 P.M. and 6:30 P.M. today.

¢ You can deselect the option and schedule a
report.

For example, if you schedule a report to run
over the past 3 hours, it will take the past 3
hours, excluding the minutes. If the current
time is 6:30 P.M., the events occurred between
3 P.M. and 6 P.M. today.

IMPORTANT: Ensure that the SMTP mail server is configured in order to send reports to users.

7. (Optional) Click Email Output Action and enter the email address to which the generated report
needs to be sent.

You can enter multiple comma-separated valid email IDs. For example,
emaill @example.com,email2@example.com,email3@example.com.

8. Click Create.

The success message is displayed on the screen.

Note: The time required for reports to be generated may vary based on the amount of data. Please
wait for the requested report to be created.

9. To view the report, do one of the following:
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o On the success message banner, click the hyperlink click here to navigate to the reports tab and
open the generated report.

¢ Go to Reports > Manage > Reports > View All Reports.

Note:

* You can download the report in a PDF or CSV file format for future and offline needs.

* When the report is generated, it is attached as a PDF to the email and sent to all users configured
during the report creation process.
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Escalate or Remediate the Incident

You may want to escalate an incident, assign incidents to another Analyst, or change the status and
priority of an incident as you gather more information about it. This is useful if, for example, you
upgrade the priority of an incident from high to critical after determining that the incident is a major
breach. You may also want to send the incident to Archer Cyber Incident & Breach Response for
additional analysis and action.

You can perform the following procedures to escalate or remediate an incident:

¢ Send an Incident to Archer

¢ View All Incidents Sent to Archer

e Update an Incident

¢ Change Incident Status

¢ Change Events Retention

¢ Obtain Retention Usage Details

e Export Incident Data

¢ Change Incident Priority

e Assign Incidents to Other Analysts

e Rename an Incident

¢ View All Incident Tasks

o Filter the Tasks List

¢ Remove My Filters from the Tasks List

e Create a Task
e Find a Task

e Modify a Task
e Delete a Task

¢ (Close an Incident

Send an Incident to Archer

Note: This option is available in NetWitness Version 11.2 and later. If Archer is configured as a data
source in Context Hub, you can send incidents to Archer and you can see the Send to Archer option
and Sent to Archer Status in NetWitness Respond.
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When you send an incident to Archer, a Sent to Archer notification appears within the incident. When
configured, the NetWitness Platform can start additional business processes in Archer Cyber Incident &
Breach Response. You can view all of the incidents that were sent to Archer Cyber Incident & Breach
Response using the filter in the Incident Lists view.

You send an incident to Archer by clicking the Send to Archer button in the Overview panel in the

Incident Lists view or the Incident Details view.

Caution: The Send to Archer action is not reversible.

1. Go to Respond > Incidents.

2. From the Incidents List view, click the incident that you want to send to Archer Cyber Incident &

Breach Response.
The Overview panel appears on the right.

INCIDENTS  ALERTS

CrareePricty | Chargestats

T

[] creaTED ~ PRIORITY

01/06/202007:36:3...

01/06/202007:

01/06/202007:

01/06/202007:

01/06/202007:

01/06/202007:

01/06/202007:

01/06/202007:

01/06/2020 07:36:3.

01/06/202007:

01/06/202007:58:3.

01/06/202007:

01/06/202007:

01/06/202007:

01/06/2020 07:58:3.

01/06/202007:

0O 0o o0ooooooooooo oo

01/06/2020 07:58:3.

3. In the Overview panel, click Send to Archer.

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

CRITICAL

RISKS...

90

%0

90

%0

%0

50

NAME

High Risk Alerts: ESA for 10,

Showing 17 out of 17 items

1selected

INC-1
sTATUS ASSIGNEE High Risk Alerts: ESA for

Sendto Archer

High Risk Alerts:ESA

Event Stream Analysis

2 Indicator(s), 2 Event(s)
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4. Read the Confirm Send to Archer dialog and then click Yes to confirm sending the incident to
Archer Cyber Incident & Breach Response. This action is not reversible.

Confirm Send to Archer

Are you sure you want to send this incident to Archer? This action is not reversible.

You will receive a confirmation that the incident was sent to Archer along with an Archer incident
ID. In the Overview panel, the Send to Archer button changes to Sent to Archer.

INCIDENTS ALERTS TASKS

[] CREATED 1 PRIORITY RISKS... 1] High Risk Ale
01/06/202007:5823. CRITICAL 90 N is| fs 0. £\ Sent to Archer
01/06/2020 0 CRITICAL 90
01/06/20200; CRITICAL 90
01/06/20200; CRITICAL 20
01/06/20200 CRITICAL 90
01/06/20200; CRITICAL
01/06/20200; CRITICAL
01/06/20200: CRITICAL

Event Stream Analysis

01/06/20200: CRITICAL
01/06/20200; CRITICAL
01/06/20200; CRITICAL 2 Indicator(s), 2 Event(s)
01/06/20200: CRITICAL

01/06/20200 CRITICAL

01/06/20200 CRITICAL

0O 0000 O0Oo0Oo0Oo0DoOooooo o

01/06/20200 CRITICAL

Showing 17 out of 17 items | 1 selected

In the Incident Details view (click the link in the ID or NAME field of the incident sent to Archer)
you can see the Sent to Archer notification above the Overview and Indicators panels. If you open
the Journal, you can see a system journal entry that shows that the incident was sent to Archer and it
now has an Archer ID number.
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INCG-1 & Nodal Graph 1= EventslList
High Risk Alerts: ESA for

A\ Sent to Archer

Incident INC-1 was sent to Archer with id 254379

00:50: 27:81

View All Incidents Sent to Archer

Note: This option is available in NetWitness Version 11.2 and later. If Archer is configured as a data
source in Context Hub, you can send incidents to Archer and you will be able to see the Sent to Archer
option and Sent to Archer Status in NetWitness Respond.

You can view incidents sent to Archer Cyber Incident & Breach Response using the Filter.

1. Go to Respond > Incidents. The Incidents List is displayed.

2. If you cannot see the Filters panel, in the Incident List view toolbar, click .

3. In the Filters panel, under Sent To Archer, select Yes.
The incidents list will be filtered to show incidents that were sent to Archer Cyber Incident & Breach
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Response.

NETWITNESS wesligale Respond

cREATED PRIORITY v sTaTus ASSIGNEE ALeRTs
10/18/2019.06:34:03 pm CRITICAL Y igh Risk Alerts: Netwit int f Assigned Analyst1 1
10/17/201904:15:25 pm CcRTICAL

] 10/17/201904:14:24pm CRITICAL

] 10/18/201906:34:03pm HIGH

10/18/201906:3403pm | HiGH

1
1
] 10/17/201904:1324pm CRITICAL i reshold Breached for FILE dtfexs 1
1
1

Showing 6 out of 6 items | Oselected

Update an Incident

You can update an incident from several places. You can change the priority, status, or assignee from the
Incident List view and the Incident Details view. For example, if you are an Analyst, you may want to
assign yourself a case from the Incident List view if you see that it is related to another case you are
working on. If you are an SOC Manager or an Administrator, you may want to view unassigned
incidents from the Incident List view and assign the incidents as they come in. SOC Managers and
Administrators can do bulk updates of the priority, status, or assignee instead of updating them one
incident at a time.

From the Details view, you might want to change the status to In Progress once you begin working on an
incident, and then update it to Closed or Closed - False Positive after you resolve the issue. Or you might
change the priority of the incident to Medium or High as you determine the details of the case.

Change Incident Status

When an incident first appears in the incident list, it has an initial status of New. You can update the
status as you complete your work on the incident. The following statuses are available:

* Reopen

* In Progress

e Task Requested
e Task Complete
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e Closed

o Closed - False Positive

Note: New and Assigned statuses under the Change Status drop-down list are removed in the
version 12.0 and later.

Status Change Workflow

The table below lists all the statuses and provides information about specific Status Change Workflow.

Closed /
Task
In Task Closed -
Reopen | Assigned Requeste
Progress . Complete | False
Positive
No Yes

New No Yes No No Yes
Reopen No No Yes Yes No No Yes
Assigned No No No Yes No No Yes
In No No No No Yes Yes Yes
Progress

Task No No No Yes No Yes Yes
Requested

Task No No No Yes Yes No Yes
Complete

Closed / No Yes No No No No No
Closed -

False

Positive

Note: When you select an incident and click Change Status, all the invalid statuses are grayed out
under the Change Status drop-down list. This is not applicable for multi-select of incidents. Refer the
following figure.
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Change Status Delete Retention Usage

creatg| Reopen NAME STATUS ASSIGNEE ALER.. PERSISTED ST...

Closed 1

. Closed

Closed

. Closed

04/13/2022 11:15... CRITIC... ... Closed

04/13/2022 11:06... HIGH Closed

04/13/2022 11:06... CRITIC... Closed

04/13/2022 11:06... HIGH Closed

04/13/2022 11:06... MEDIU... Closed

04/13/2022 11:05... CRITIC... ... Closed

04/13/2022 11:05... CRITIC... ...  Closed

04/13/2022 11:05... CRITIC... ...  Closed

04/13/2022 11:05... CRITIC... ... Closed

04/13/2022 11:05... CRITIC... ... Closed

04/13/2022 11:05... CRITIC... ...  Closed

04/13/2022 11:05... CRITIC... ... Closed

To update the status of multiple incidents:

1. In the Incidents List view, select one or more incidents that you would like to change. To select all of
the incidents on the page, select the box in the incidents list header row. The number of incidents
selected appears in the incidents list footer.

2. Click Change Status and select a status from the drop-down list. In this example, the current status
is Assigned, but the Assignee would like to change it to In Progress for the selected incidents.

Change Priority Change Status Change Assignee Delete Change Events Retention Retention Usage

Reopen ISKSC... ID NAME STATUS ASSIGNEE ALER.. PERSISTED ST...
In Progress
Assigned lan RSA 1
Task Requested
Assigned lan RSA 1

1 Task Complete

[m] 4 Closed Closed Administrator 1

Closed - False Positive

Note: The incident status can be changed to Reopen only if the current status of the incident is
Closed or Closed - False Positive. This is also applicable when multiple incidents are selected.
Even if one of the multiple incidents selected has the status other than Closed or Closed - False
Positive, the error message One or more incidents status cannot be changed, Please select a
valid status!. For example, INC-x is displayed. Refer the following figure.
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NETWITNESS

INCIDENTS

Investigate Respond

Change Status

CREATED

02/08/2022 10:02:14 am

02/10/202209:31:29 am

02/14/2022 06:55:04 am

02/14/202209:12:30 am

02/10/2022 06:24:09 am

02/14/2022 07:44:42 am

02/08/2022 05:38:15 am

/08/2022 05:40:29 am

12022 08:48:03am

/09/2022 11:59:02am

3. If you select more than one incident, in the Confirm Update dialog, click OK.

PRIORITY T RISK SCORE D
§ ow
§ ow
§ ow
§ ow
| meoium
| mepium
HIGH
HIGH
HIGH

HIGH

Confirm Update

%]

One or more incidents status cannot be changed, Please select a

valid status!. For example, INC-76

Retention Usage

You are about to make the following changes to more than one item:

Field:
Value:

Number of items:

Status
In Progress

STATUS

Reopen

InProgress

Task Complete

Reopen

Reopen

Closed

InProgress

Reopen

Reopen

Closed

X

ASSIGNEE
Administrator
lan RSA
Administrator
Norm RSA

ianrsa

lan RSA

Norm RSA

Norm RSA

admin v

ALERTS PERSISTED STATUS

1

1

1

Complete

Complete

Complete

Partial

Complete

You can see a successful change notification. In this example, the status of the updated incidents now
show In Progress.

Change Priority

[] CREATED

Change Status

PRIORITY RISK SC... 1D

10/05/2022 12:08... l Low

10/05/2022 12:08... l Low

0O 10/05/2022 12:08... lLOW

Change Assignee

Delete

NAME

Change Events Retention

Retention Usage

STATUS

In Progress

In Progress

Closed

ASSIGNEE

lan RSA

lan RSA

Administrator

ALER...

PERSISTED ST...

Note: If you select any incident and click Change Status, the current status of the incident is
grayed out in the drop-down list. This is not applicable if you select multiple incidents. Refer the
following figure.
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NETWITNESS Investigate  Respond  Users Hosts Files Dashboard Reports S L » 7 admin v

INCIDENTS ALERTS

Y Filte X Change Priority Change Status Change Assignee Delete ‘ Change Events Retention Retention Usage

15K SC... NAME sTATUS ASSIGNEE ALER.. PERSISTED ST...
SAVED FILTERS
Reopen Administrator 1 Complete
Task Requested

4 InProgress lanRSA Complete
TIME RANGE @ ) CUSTOM DATE RANGE Task Complete

All Data 3 Closed 9 3 Task Complete Administrator Complete

Closed - False Positive & R
INCIDENT ID 4 b TEST-04 eopen

In 03/02/202207:22. 8 New

02/10/202206:24. N t Reopen ianrsa
PRIORITY

O Low 02/14/202207:44, NC-8 Closed
O Medium
O High 02/08/202205:38... \ 3 InProgress lanRSA Partial
O Critical
02/08/202205: N f ’ ; Reopen
STATUS
N 02/09/202208:48... ( eventsPe or eventsPers Reopen Norm RSA
Reopen
Assigned
In Progress
Task Requested
Task Complete
Closed
Closed - False Positive

I Reset Save | saveas.

02/09/2022 11:59... N € ol € Closed NormRSA Complete

Showing 11outof 11items | 1selected

To change the status of a single incident from the Overview panel:
1. To open the Overview panel, do one of the following:

o From the Incidents List view, click the row of an incident that needs a status update.

Change Priority | ChangeStatus | ChangeAssignee || Delete Change Events Retention | | Retention Usage INC-4393951

[ CREATED U PRIORITY  RISKSC.. ID NAME STATUS ASSIGNEE ALER.. PERSISTED ST... High Risk Alerts: Reporting Engine for

10.253.241.238,10.254.32.36,fe80:0:
[ 04/18/202208:53. HIGH 50 Assigned admin 27

04/18/202208:45..  CRITIC.. 90 C-4393951  High Risk Alerts: Reporti e for 10 . Assigned admin 1 - OVERVIEW
04/18/2022 08:45. CRITIC. 90 Assigned admin

Created: 04/18/2022 08:45:14 am

04/18/2022 08:45. CRITIC.. 90 Assigned admin
Rule High Risk Alerts: Reporting Engine

04/11 208:45.. CRITIC.. 90 .. Assigned admin

Risk Score: 90
04/18/202208:45... || CRITIC.. 90 w Assigned admin

Priority
Critical
04/18/202208:45... || CRITIC.. 90 .. Assigned admin

04/18/202208:45.. | CRITIC.. 90 w Assigned admin e
04/18/202208:35.. | CRITIC.. 90 .. Assigned admin

04/18/202208:35.. | CRITIC.. 90 .. Assigned admin InBrogress
04/18/202208:35.. || CRITIC.. 90 . Assigned admin - Sources

04/18/202208:35.. || CRITIC.. 90 .. Assigned admin - Closed

04/18/202208:35.. || CRITIC.. 90 .. Assigned admin - T Closed - False Positive
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¢ From the Incident Details view, click the OVER

NETWITNESS it Respond L t

VIEW tab.

120 events nts Li B Journal & Tasks
(55) high_number_of successful_file_action_operations
202003:18:00.000 pm UEBA FILE_ DELETED

OVERVIEW SUCCESS

L3 =
(55) high_number_of successful_fle_action_operations

07/11/202003:21:00000pm UEeA FILE_DELETED

SUCCESS

(55) high_number_of successful_file_action_operations
In Progress " EVENT TYPS RY JSERNAME PERATION TYPE
07/11/2020 03:23:00.000 pm UEBA FILE_DELETED

Analyst 2 SUCCESS

User Entity Behavior Analytics

(55) high_number_of successful_file_action_operations

03:24:00.000 pm
2indicator(s), 120 Eventls) .
SUCCESS

;s\ high_number_of successful_file_action_operations

202003:26:00.000 pm UEBA - FILE_DELETED

success
(55) high_number_of_successful_file_action_operations
202003:32:00.000 pm E —— FILE_DELETED

SUCCESS

In the Overview panel, the Status button shows the current status of the incident.

2. Click the Status button and select a status from the drop-down list.
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INC-43/5143

High Risk Alerts: NetWitness Endpoint for
USWENZELVENICEL1CWI-
EPS_127 VM_241

DVERVIEW INDICATORS (325) FIND RELATED HISTORY

Created: 03/16/2022 04:19:55 am

Rule: High Risk Alerts: NetWitness Endpoint

Risk Score: 90

Priority:

DL In Progress

Assignee:

Task Requested

Sources:
Task Complete

Categories: Closed

Closed - False Positive
Catalysts:

Persisted Status:

You can see a successful change notification.

@ Your change was successful

Note: The incident status can be changed to Reopen only if the current status of the incident is
Closed or Closed - False Positive.
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Change Events Retention

Events retention enables you to persist events that are associated with particular incidents, thereby
enabling you to view the incident related events in the future, regardless of its age. The event data will
always be available for viewing and reconstruction as long as the event is persisted, enabling you to
easily refer back to details, even if the original event has rolled over from the NetWitness database. You
can perform the following functions:

e Persist all events

e Suspend persisting all events

To change event retention:
1. Select the incidents for which you want to change the event retention plan.

2. Select Persist all events from the Change Events Retention tab to persist all the events that are
associated with the selected incidents.

a. The confirmation message appears. Click OK to persist all events.
Persisting all events in an incident in NetWitness will save the events data in the long term cache
of the source.

3. Select Suspend Persisting all events from the Change Events Retention tab to stop persisting the
events that are associated with the selected incidents.

a. The confirmation message appears. Click OK to suspend persist all events.
Suspending persist of events in an incident from NetWitness will delete it from the long term
cache of the source only. This may not be reversible if the original event data has rolled out in the
source database.

Note: You cannot change the event retention for incidents that are in New or Closed state.

Obtain Retention Usage Details

The Retention Usage tab allows an analyst to fetch all the persisted data disc usage stats of all the
configured services and the percentage used by the pinned cache directories. This will enable the analyst
to determine if the disk is running out of space and if additional space needs to be added or suspend
persist on the existing events in an incident.
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NETWITNESS Respond

INCIDENTS

Retention Usage

CREATED v erioRITY RISK SCORE

sTATUS ASSIGNEE ALERTS  PERSISTED STATUS

HIGH 70

CRITICAL 30

CRITICAL

] 11/23/202109:25:58 2 HIGH

After the analyst clicks on the Retention Usage tab, a Retention Information panel is displayed with the
following status:

* Percentage of the disk used when data is persisted
¢ Cache directory is configured or not. In case it is not configured it is explicitly indicated.

e List of all the status of a configured service. In case the service is not available it is explicitly
indicated.

Retention Information
CREATED 4 PRIORITY  RISKSC_ ID sTATUS ASSIGNEE ALER_  PERSISTED ST
SERVICE NAME PERCENTAGE USED

11/23/2021.09:25. HiGH 70 New 8 adminserver - Broker CACHE_NOT_CONFIGUR..
11/23/2021 09:25. CRITIC.. 30 N 8

lew 006%
11/23/2021 09:25. CRITIC.. 30 New 8 0%
11/23/2021 09:25. HIGH 70 New 80

SERVICE_UNAVAILABLE

packethybrid - Decoder 0%

Note: In case the disk space exceeds the usage, a warning message displayed. The service threshold

can be configured by navigating to Respond > Services > respond/core/properties > warning-
threshold field.

Export Incident Data

NetWitness Platform enables the analysts to export and store the Incidents with Alerts and Events in
JSON format for offline investigation. The Export drop-down allows you to export and download the

data (such as fields or attributes) associated with Alerts and Events of the selected Incidents. The data
can only be downloaded in JSON format.
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Schema Files for Incident Export

NetWitness Platform provides Schema files (Default and Custom) located at
/var/netwitness/respond-server/export-schema to allow you to export only a subset of
attributes among the many list of attributes available in Mongo DB for Incidents and Alerts. Default
schema files cannot be modified, but the Custom schema files can be modified to add the attributes as
required. For more information, see Schema Files for Incidents and Schema Files for Alerts.

Schema Files for Incidents

The Incident Schema files contain various fields or attributes associated with an Incident. Based on the
requirement, you can modify these Schema files and download additional fields. The Schema files are
categorized into two types:

o Default Incident Schema File (default_incident export.json): This file contains a default list of
attributes associated with the Incidents (in Mongo DB) that are used to export. This pre-populated out-
of-the-box file provided by NetWitness Platform must not be modified.

e Custom Incident Schema File (custom_incident_export.json): This is an empty file provided by
NetWitness Platform to allow users to download the attributes unavailable in the Default Incident
Schema File, but listed in the incident collection in Mongo DB.

To download the required attributes using Custom Incident Schema File:

1. Edit the custom incident export.json file located at /var/netwitness/respond-
server/export-schema to add the required attributes.

2. Restart the Respond Service.

3. Export the Incidents data from UL

Note: The attributes downloaded using the Custom Incident Schema File include the attributes
already listed in the Default Incident Schema File and the newly added attributes.

Schema Files for Alerts

NetWitness Platform allows you to download various fields or attributes associated with the Original and
Normalized alerts.

Original Alerts

The alerts triggered and received through different sources such as Endpoint, User Entity Behavior
Analytics (UEBA), Event Stream Analysis (ESA), Malware Analysis, NetWitness Investigate, Reporting
Engine, Risk Scoring, Web Threat Detection, and NetWitness UEBA (Cloud) are Original Alerts.
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Normalized Alerts

The structure or pattern of the Original Alerts varies based on the source from which the alerts are
triggered. These alerts are normalized and standardized in the Respond service to unify their structure.

Based on the attributes (associated with the Original and Normalized Alerts) downloaded, the Alerts
Schema files are categorized into:

o Default Original Alerts Schema File (default_alert_original_export.json): This file contains a
default list of attributes associated with the Original Alerts (in Mongo DB) that are used to export.
This pre-populated out-of-the-box file provided by NetWitness Platform must not be modified.

o Custom Original Alerts Schema File (custom_alert_original_export.json): This is an empty file
provided by NetWitness Platform to allow you to download the attributes unavailable in the Default
Original Alerts Schema File, but listed in the originalAlert (alert > originalAlert) collection in
Mongo DB.

o Default Normalized Alerts Schema File (default_alert normalized_export.json): This file contains
a default list of attributes associated with the Normalized Alerts (in Mongo DB) that are used to
export. This pre-populated out-of-the-box file provided by NetWitness Platform must not be modified.

o Custom Normalized Alerts Schema File (custom_alert_normalized_export.json): This is an empty
file provided by NetWitness Platform to allow you to download the attributes unavailable in the
Default Normalized Alerts Schema File, but listed in the alert (alert > alert) collection in Mongo
DB.

To export the Incident data:
1. Go to Respond > Incidents.

2. In the Incidents List view, select one or more incident and click the Export drop-down.

7 Filters ; o # Change Assignee ~ | | [ Delete 4D RetentionUsage || & Export v

PERSISTED ST
SAVED FILTERS

TIME RANGE @) custom DATE RANGE

All Data

INCIDENT ID

a
u]
a
a
a
a
u]
a

Cl

Showing B out of 8items | 5 selected

IMPORTANT: To access the Export drop-down, you must have access to escalate or remediate
the incident.
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Note: The Export drop-down is enabled only in the following scenarios:

- When an incident is selected in the Incidents List view.

- When the different set of incidents are selected in the Incidents List view after incident data
export.

- When you select the same set of incidents again in the Incidents List view to export the data.

Note:

- You must refresh the page to select the same set of incidents again in the Incidents List view to
export the data.

- You can export data of a maximum of ten incidents at a time. Once the data download is in
progress, you can select a different set of incidents (ten incidents) and export their data
simultaneously. You can repeat this action until the condition max-user-tasks ( a maximum limit
set for exporting the incidents data in the Respond service under rsa.respond.incident.exports) is
met.

3. Select one of the following options in the Export drop-down list to download the files.

o Original Alerts: Select this option to download the attributes associated with the Original Alerts.
For more information, see Original Alerts.

o Normalized Alerts: Select this option to download the attributes associated with the Normalized
Alerts. For more information, see Normalized Alerts.

A Change Priority % ChangeStatus v | | A Change Assignee - | \'fij Delete 9 Retention Usage
O crearen PRIORITY  RISKSC.. 1D NAME sTaTus AssiGNEE
Jow 50 TaskRequested  admin
§ ow
@ cusToM DATE RANGE
) ow

) ow

.. ) ow

. || ow

§ow

Once the file download is initiated, a notification message is displayed.

4. Click the job queue link.
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NETWITNESS ) Respond ¢ ) :
— @ Preparing your download. The downloaded files will also be X

INCIDENTS available in the job queue for later retrieval.

/A ChangePriority \/ | % ChangeStatus v | S ChangeAssignee v | [ Delete % Retention Usage

0] CREATED PRIORITY  RISKSC.. 1D NAME STATUS ASSIGNEE ALER..  PERSISTED ST.1

18/07/202206:55... | Low 5 TaskRequested  admin 1

206:55.. | Low s New
TIME RANG CUSTOM DATE RANGE

All Data /07/202206:55... || Low
/07/202207:59... || Low
208:00.. || Low

) 19/07/202205:47... | LoW

/07/202209:10... | Low

209:10.. | Low s ¢ Partial

v only unassigned incidents

Reset Save Save as...

Showing 8 out of 8items | 5 selected
The Jobs page is displayed.

5. Select the file and click Download under the Action column once the download status is displayed
as Completed under the Status column.

Change Incident Priority

The incident list is sorted by Priority by default. You can update the priority as you study the details of
the case. The following priorities are available:

e C(ritical

e High
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e Medium

e Low

Note: You cannot change the priority of a closed incident.

To update the priority of multiple incidents:

1. In the Incidents List view, select one or more incidents that you would like to change. To select all of
the incidents on the page, select the box in the incidents list header row. The number of incidents

selected appears in the incidents list footer.

2. Click Change Priority and select a priority from the drop-down list. In this example, the current

NETWITNESS Respond

INCIDENTS

@ ) cusTom DATE RANGE
AlDsta

) ow

) ow

) ow

) ow

) ow

) ow

) ow

) tow

) tow

) tow

) tow

) veoom

) tow

) tow

) tow

) tow

) tow

Showing 1000 out of 1423 items | 2 selected

priority is High, but the Analyst would like to change it to Critical for the selected incidents.

[

3. If you select more than one incident, in the Confirm Update dialog, click OK.

Confirm Update

You are about to make the following changes to more than one item:

Field: Priority
Value: Critical
Number of items: 2

You can see a successful change notification. In this example, the status of the updated incidents now
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show Critical.

NETWITNESS

INCIDENTS

Respond

Change Priority | ChangeStatus | CI

O crearen

o emioRITY

CRITICAL

status

Assigned

AssIGNEE

Analyst1

Analyst1

@) cusom oate ranGE

Rl C o ) wow Aot

) ow % Aot
) wow 5 - Aot
) wow
) ow
) wow
) wow
) ow
camea
) wow
) ow
) ow
) wow
| meorm
) ow
) wow
) ow
) wow
) wow

Showing 1000 out of 1423 items | 2 selected

To change the priority of a single incident from the Overview panel
1. To open the Overview panel, do one of the following:
¢ From the Incidents List view, click the row of an incident that needs a priority update.

¢ From the Incident Details view, click the Overview tab in the left panel.
In the Overview panel, the Priority button shows the current priority of the incident.

2. Click the Priority button and select a status from the drop-down list.

Priority: Medium

High
Assignee:

Critical

You can see a successful change notification. The Priority button changes to show the new incident
priority.

@ Your change was successful =
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Note: Current priority is grayed out under Priority drop-down list. You will not be able to select
the grayed out priority.

Assign Incidents to Other Analysts

You can assign incidents to other Analysts in the same way as you assign incidents to yourself. SOC
Managers and Administrators can assign multiple incidents to a user at the same time.

Note: You cannot change the assignee of a closed incident.

To assign multiple incidents to a user:

1. In the Incidents List view, select the incidents that you would like to assign to a user. To select all of
the incidents on the page, select the box in the incidents list header row. The number of incidents
selected appears in the incidents list footer.

2. Click Change Assignee and select a user from the drop-down list. In this example, the incidents are
unassigned, but they should be assigned to an Analyst.

NETWITNESS Respond

AllData Analyst 1
Analyst2 g
7

s

New
New
New
New

Showing 1000 out of 1423 items | 4 selected
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3. Ifyou select more than one incident, in the Confirm Update dialog, click OK.
You can see a successful change notification. The assignee changes to the selected user.

NETWITNESS Respond

InciDenTs
‘Change Priority Change Status Change Assignee
Jiow Aot 2
) ow . Avatvst2
All Data l Low Analyst 2
J ow ; Avatvst2
J iow Avatvt2
J iow 2 Avatvt2
J iow
J iow
§ ow
omzaomosonzs | iow
omzzomosonzs | iow
omzaoosonzs | meowm

omvmmonzs | ow

ooz | ow

J iow
J iow
J iow
J iow
J iow
J iow

Showing 1000 out of 1423 items | 4 selected

To assign a user to an incident from the Overview panel:
1. To open the Overview panel, do one of the following:
¢ From the Incidents List view, click the row of an incident that you would like to assign to a user.

¢ From the Incident Details view, click the Overview tab in the left panel.
In the Overview panel, the Assignee button shows the current assignee of the incident. In the
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following example, the Assignee button has a current status of Unassigned.

OVERVIEW INDICATO FIND RELATED

07/12/2020 06:04:29

User Entity Behavior Analytics

Status:

(Unassigned)

Myself (SOC Manager)
{Unassigned)

admin

ENEL

Analyst 1

Analyst 2 ‘h

role_|

2. Click the Assignee button and select a user from the drop-down list.
You can see a successful change notification. The Assignee button changes to show the assigned

user.

@ Your change was successful

Note: Current assignee name is grayed out under Assignee drop-down list. You will not be able to
select the grayed out user.

Rename an Incident

You can rename an incident from the Overview panel in the Incidents List view and the Incident Details
view. For example, you may want to rename an incident to provide clarification about the issue,
especially if multiple incidents have the same name.

1. Go to Respond > Incidents.
2. To open the Overview panel, do one of the following:

¢ From the Incidents List view, click the row of an incident that needs a name change.
The Overview panel opens.

125 Escalate or Remediate the Incident



NetWitness Respond User Guide

¢ From the Incident Details view, click the OVERVIEW tab in the left panel.
In the header above the Overview panel, you can see the incident ID and the incident name.

NETWITNESS vest Respond

INC-5668
High Risk Alerts: ESA for 90

OVERVIEW INDICATORS (83) FIND RELATED

07/16/2020 20:09:35

admin

Status:

Assigned

Analyst 1

Event Stream Analysis

3 Indicator(s), 3 Event(s)

3. Click the incident name in the header to open a text editor.

INC-5668

High Risk Alerts: ESA for 90 p@

4. Type a new name for the incident in the text editor and click the check mark to confirm the change.

INC-5668

£ High Risk Alerts for mail.emc.com

OVERVIEW INDICATO FIND RELATED

For example, you can change "High Risk Alerts: ESA for 90.0" to "High Risk Alerts for
mail.emc.com" for more clarification.
You can see a successful change notification.
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The incident name field shows the new name.

INC-5668

High Risk Alerts for mail.emc.com

View All Incident Tasks

When additional work is required for an incident, you can create tasks for the incident and track the
progress on those tasks. This is helpful, for example, when the work being done is outside security
operations or you make a request for a computer reimage. In the Tasks List view, you can manage and
track the tasks to closure.

1. Go to Respond > Tasks.
The Tasks List view displays a list of all incident tasks.

NETWITNESS Respond

o O createn PrIORITY . AssIGNEE status. LAST UPDATED INCIDENT 1D
All Data o cRmICAL

cRmICAL

HGH

HGH

J veoum

Jow 5 oo 220812

Showing 6 out of 6 items | Oselected

2. Scroll through the tasks list, which shows basic information about each task as described in the
following table.

Created Displays the date when the task was created.
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Priority

1D
Name
Assignee

Status

Last Updated
Created By
Incident ID

Displays the priority assigned to the task. The priority can be any of
the following: Critical, High, Medium, or Low. The Priority is also
color coded, where red indicates Critical, orange represents High risk,
yellow indicates Medium risk, and green represents LoOw risk as shown
in the following figure:

PRIORITY

CRITICAL

HIGH

| meDIUM

| ow

Displays the task ID.
Displays the task name.
Displays the name of the user assigned to the task.

Displays the status of the task: New, Assigned, In Progress,
Remediated, Risk Accepted, and Not Applicable.

Displays the date and time when the task was last updated.
Displays the user who created the task.

Displays the incident ID for which the task was created. Click the ID to
display the details of the incident.

At the bottom of the list, you can see the number of tasks on the current page, the total number of tasks,
and the number of tasks selected. For example: Showing 6 out of 6 items | 2 selected.

Filter the Tasks List

The number of tasks in the Tasks List can be very large, making it difficult to locate particular tasks. The
Filter enables you to specify those tasks that you would like to view, such as tasks created within the last
7 days. You can also search for a specific task.

1. Go to Respond > Tasks.
The Filters panel appears to the left of the Tasks list. If you do not see the Filters panel, in the Tasks

List view toolbar, click , which opens the Filters panel.
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TIME RANGE @ | cusTom DATE RANGE

All Data

2. In the Filters panel, select one or more options to filter the incidents list:

¢ Time Range: You can select a specific time period from the Time Range drop-down list. The time
range is based on the creation date of the tasks. For example, if you select Last Hour, you can see
tasks that were created within the last 60 minutes.

¢ Custom Date Range: You can specify a specific date range instead of selecting a Time Range
option. To do this, click the white circle in front of CUSTOM DATE RANGE to view the Start

129 Escalate or Remediate the Incident



NetWitness Respond User Guide

Date and End Date fields. Select the dates and times from the calendar.

TIME RANGE . CUSTOM DATE RANGE

START DATE

01/09/2020 12:00:00 AM

END DATE

01/11/2020 12:00:00 AM

JANUARY 2020 3
Tue Wed Thu

1

E

15 16

22

e Task ID: Type the Task ID for a task that you would like to locate, for example REM-123.
e Priority: Select the priorities that you would like to view.

o Status: Select one or more incident statuses. For example, select Remediated to view completed
remediation tasks.

¢ Created By: Select the user who created the tasks that you would like to view. For example, if
you only want to view the tasks created by Edwardo, select Edwardo from the CREATED BY
drop-down list. If you want to view tasks regardless of the person who created the task, do not
make a selection under CREATED BY.

The Tasks List shows a list of tasks that meet your selection criteria. You can see the number of
items in your filtered list at the bottom of the tasks list.
For example: Showing 6 out of 6 items

3. If you want to close the Filters panel, click X. Your filters remain in place until you remove them.

Remove My Filters from the Tasks List

NetWitness remembers your filter selections in the Tasks List view. You can remove your filter
selections when you no longer need them. For example, if you are not seeing the number of tasks that
you expect to see or you want to view all of the tasks in your tasks list, you can reset your filters.

1. Go to Respond > Tasks.
The Filters panel appears to the left of the tasks list. If you do not see the Filters panel, in the Tasks

List view toolbar, click , which opens the Filters panel.
2. At the bottom of the Filters panel, click Reset Filters.
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Create a Task

After you investigate an incident and know more about it, you can create a task, assign it to a user, and
track it to closure. You create tasks from the Incident Details view.

1. Go to Respond > Incidents.
The Incidents List view displays a list of all of the incidents.

2. Locate the incident that needs a task and click the link in the ID or Name field.

NETWITNESS

hangeStatus | Change Assignee

O created & PRIORITY | RISKSCORE 1D sTaTUS ASSIGNEE ALERTS

0 07/21/202007:23:17pm CRITICAL
G o st 07/21/202007:2317 pm CRITICAL
07/21/202007:2317 pm CRITICAL
07/21/202007:23:17 pm CRITICAL
07/21/202007:23:17 pm CRITICAL
07/21/202007:23:17 pm CRITICAL
07/21/202007:23:17 pm CRITICAL
07/21/202007:23:17pm CRITICAL
07/21/202007:23:17 pm CRITICAL
07/21/202007:23:17pm CRITICAL
07/21/202007:2317 pm CRITICAL
07/21/202007:23:17pm CRITICAL
07/21/202007:2317 pm CRITICAL
07/21/202007:23:17 pm CRITICAL
07/21/202007:23:17 pm CRITICAL
07/21/202007:23:17 pm CRITICAL
07/21/202007:2317 pm CRITICAL
07/21/202007:23:17 pm CRITICAL
07/21/202007:2317 pm CRITICAL
07/21/202007:23:17 pm CRITICAL
07/21/202007:2317pm CRITICAL

Showing 1000 out of 2292 items | 1 selected
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3. In the Journal panel on the right side of the Incident Details view, click the Tasks tab.
If you do not see the Journal panel, click

NETWITNESS nvestigate Respond User He

Journal & Tasks and then click the Tas

Files Dashboard Reports

ks tab.

= ®  admin

INC-10249 & Nodal Graph  i= Events List JOURNAL (1)

User Entity Behavior Analytics for jo ANALYST1 . 07/22/202
MILESTONE | None

| Send to Archer We are going to make a decision as to whether we
will send this issue to Archer later today.

OVERVIEW  INDICATORS (2)  FIND RELATED

New Journal Entry

4. In the Tasks panel, click Add New Task.

JOURNAL {1)  TASKS (0)

Add New Task

There are no tasks for INC-10249

You can see the new task fields.
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JOURMAL (1)  TASKS (0)

NEW TASKFOR INC-10249

NAME

Re-image the machine

DESCRIFTION
Opened ticket ABC-5678 to re-image the affected machine.

ASSIGMEE:

PRIORITY

If the incident is in a closed state (Closed or Closed - False Positive), the Add New Task button is
disabled.
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5. Provide the following information:
¢ Name - Name of the task. For example: Re-image the machine.

¢ Description - (Optional) Type information that describes the task. You may want to include any
applicable reference numbers.

¢ Assignee - (Optional) Type the username of the user to whom the task is to be assigned.

* Priority - Click the priority button and select a priority for the tasks from the drop-down list:
Low, Medium, High, or Critical.

6. Click Save.
You can see a confirmation that your change was successful. The incident status changes to Task
Requested. (You may need to refresh the Incident Details view to see the changes.) The task appears
in the Tasks panel for this incident.

NETWITNESS

INC-10249
User Entity Behavior Analytics for jo ;
< | Add New Task

3 Send to Archer W

REM-7 / INC-10249
CREATED:
LAST UPDATED:
OVERVIEW  INDICATORS (2)  FIND RELATED OPENED 9 minutes ago
NAME
07/21/202007:23:17 pm
ASSIGNEE:
User Entity Behavior Analytics
PRIORITY:

Opened ticket ABC-5678 to re-image the
affected machine.

User Entity Behavior Analytics

21ndicator(s), 4 Event(s)

In the Incidents List view, the incident status also changes to Task Requested.
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NETWITNESS Respond

INCIDENTS

hange Status || Change Assignee INC-10249

CREATED 4 PRIORITY  RISKSCORE 1D sTaTus ASSIGNEE ALeRTS User Entity Behavior Analytics for jo!

SendtoArcher |

07/21/202007:23:17 CRITICAL
07/21/202007:23:17.- - - CRITICAL
07/21/202007:23:17 CRITICAL
CRITICAL
CRITICAL
CRITICAL
07/21/202007:23:17 CRITICAL
Critical

07/21/202007:23:17 CRITICAL

07/21/202007:23:17 CRITICAL i u o e 2 % Task Requested

Analyst 1

User Entity Behavior Analytics

07/21/202007:23:17 CRITICAL
07/21/202007:23:17 CRITICAL
07/21/202007:23:17 CRITICAL
07/21/202007:23:17 CRITICAL
07/21/202007:23:17. CRITICAL I 7 - e 2 E 2indicator(s), 4 Event(s)
07/21/202007:23:17 CRITICAL
07/21/202007:23:17 CRITICAL
07/21/202007:23:17 CRITICAL
07/21/202007:23:17 CRITICAL
07/21/202007:23:17 CRITICAL
07/21/202007:23:17 CRITICAL
07/21/202007:23:17 CRITICAL

Showing 1000 out of 2292 items | 1 selected

The task also appears in the Tasks list (Respond > Tasks), which shows a list of all incident tasks.

Note: If you do not see the status change, you may need to refresh your internet browser.

Find a Task

If you know the Task ID, you can quickly locate a task using the Filter. For example, you may want to
locate a specific task out of thousands of tasks.

1. Go to Respond > Tasks.
The Filters panel appears to the left of the Tasks list. If you do not see the Filters panel, in the Tasks

List view toolbar, click A . which opens the Filters panel.
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TIME RANGE @ | cusTOM DATE RANGE

All Data

TASK ID
REM-1234

PRIORITY

2. In the Task ID field, type the Task ID for a task that you would like to locate, for example REM-
1234.
The specified task appears in your task list. If you do not see any results, try resetting your filters.

Modify a Task

You can modify a task from within an incident and from the Tasks list. For example, you may want to
show the status of the task as In Progress and add some additional information to the task. If the task is
in a closed state (Not Applicable, Risk Accepted, or Remediated), you cannot modify the Priority or
Assignee.

To modify a Task from within an incident:

1. Go to Respond > Incidents.
The Incidents List view displays a list of all incidents.

2. Locate the incident that needs a task update and click the link in the ID or Name field.
3. In the Journal panel on the right side of the Incident Details view, click the Tasks tab.

If you do not see the Journal panel, click Journal & Tasks and then click the Tasks tab.
In the Tasks panel, a pencil icon indicates a text field that you can change. A button indicates that
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there is a drop-down list to make a selection.

JOURNAL (1) TASKS (1)

Add New Task

REM-7 / INC-10249
CREATED: 07/22/.
LAST UPDATED:

OPENED

NAME Re-image the machine

ASSIGNEE:  Jose

PRIORITY:
STATUS: New v
DESCRIFTION

Opened ticket ABC-5678 to re-image the
affected machine.

4. You can modify any of the following fields:

e Name - Click the current task name to open a text editor.

REM-7 / INCG-10249
CREATED: O7/22/20

LAST UPDATED: O7/22/20 E
OPEMED 25 minutes ago

NAME Re-image the machine ASAP .'|

ASSIGNEE: Jose

Click the check mark to confirm the change. For example, you can change "Re-image the
machine" to "Re-image the machine ASAP!"

¢ Assignee - Click (Unassigned) or the name of the previous assignee to open a text editor. Type the
username of the user to whom the task is to be assigned.
Click the check mark to confirm the change.

¢ Priority - Click the Priority button and select a priority for the task from the drop-down list: Low,
Medium, High, or Critical.

¢ Status - Click the Status button and select a status for the task from the drop-down list: New,
Assigned, In Progress, Remediated, Risk Accepted, and Not Applicable. For example, you can
change the status to In Progress.

STATUS:
DESCRIPTION

Opened tic -image the
affectedma | progress h

Remediated

Risk Accepted

Not Applicable
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¢ Description - Click the text underneath the description to open a text editor.

Opened ticket ABC-5678 to re-image the affected
machine.

Jose is working on the machi ne]

Modify the text and click the check mark to confirm the change.
For each change that you make, you can see a confirmation that your change was successful.

To modify a Task from the Tasks list:

1. Go to Respond > Tasks.
The Tasks List view displays a list of all incident tasks.

2. In the Tasks list, click the task that you want to update.
The Task Overview panel appears to the right of the tasks list.

NETWITNESS

Respond

NCIDENTS  ALERTS

REM-9
createD PrORITY o NAME AssiGNEE status  LasTupDATED CREATEDBY INCIDENT ID Isolate host3
07/222020160337 | CRmicaL Revoke user permis Admin 07/22/2020160537  analyst1

OVERVIEW
orrenoisaszs | wich Re-image the machine ASAP! Jos 07/22/20201621:18  analyst1
o7r221200160645 | HiGH Contact Agency S0CManager 07/22/20201606:45  analyst1  INC10247
0712212020160453 | MEDIOM 19 Isolatehosts T Services, 07/22/202016:04:53. . aralystt c = Srzmeo,

oo o oo <

0722200160751 || Low Network Alert 07/22/20201607:51  analyst1 INC-1024 £ TR0 60433,

Medium

New ]

IT Services

Isolate host 3 today

Showing 5 out of 5items | O selected

In the Task Overview panel, a pencil icon indicates a text field that you can change. A button
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indicates that there is a drop-down list to make a selection.

REM-9

Isolate host3

OVERVIEW

Incident 1D: C-10248

Created: 07/22/2020 16:04:53

Last Updated: 07/22/2020 16:04:53

Status:

IT Services

|solate host 3 today

3. You can modify any of the following fields:

e <Task Name> - At the top of the Task Overview panel, below the Task ID, click the current task

name to open a text editor.

REM-%

Isolate Host Machine

OVERVIEW

Click the check mark to confirm the change. For example, you can change Isolate Host to Isolate
Host Machine.

Priority - Click the Priority button and select a priority for the task from the drop-down list: Low,
Medium, High, or Critical.

Status - Click the Status button and select a status for the task from the drop-down list: New,
Assigned, In Progress, Remediated, Risk Accepted, and Not Applicable.

Assignee - Click (Unassigned) or the name of the previous assignee to open a text editor. Type the
username of the user to whom the task is to be assigned.

Edwa rdc-|

Click the check mark to confirm the change.
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¢ Description - Click the text underneath the description to open a text editor.
Description

Isolate host 3 for further study

This is remediation taskAAA—????.l

Modify the text and click the check mark to confirm the change.

For each change that you make, you can see a confirmation that your change was successful.

Delete a Task

You can delete a task, if, for example, you created it in error or you find that it is not needed. You can
delete a task from within an incident and also from the Tasks List view. In the Tasks List view, you can
delete multiple tasks at the same time.

To Delete a Task from within an incident:

1. Go to Respond > Incidents.
The Incidents List view displays a list of all incidents.

2. Locate the incident that needs a task update and click the link in the ID or Name field.

3. In the Journal panel on the right side of the Incident Details view, click the Tasks tab.
If you do not see the Journal panel, click Journal & Tasks and then click the Tasks tab.
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In the Tasks panel, you can see the tasks created for the incident.
NETWITNESS vestigate Respond ! osts  Files  Dashboarc o]

INC-10248 & Nodal Graph 1= EventsList JOURNAL (0] TASKS (2)

User Entity Behavior Analytics for
t

Send to Archer

LAST UPDATED:
OVERVIEW FIND RELATED OPENED

NAME Create a replacement host ASAP
07/21/202019:23:17

assiGnee: [T Services
User Entity Beh:

PRIORITY:
100

STATUS:

Critical

Gricate i\ y Re-image a host to use for a replacement.

?
§

Task Requested |

REM-9 / INC-10248
CREATED: 07)

User Entity Behavior Analytics

assionee:  Edwardo

2indicator(s), 61 Event(s) S e oy

Isolate the host 3 for further study.

Thisis remediation task AAA-7777.

REM-9 / INC-10248
CREATED: 0772272020
LAST UPDATED: O7/22/2020 17-
OPEMED an hour ago

NAME Isolate the Host Machine
ASSIGNEE: Edwardo
FRIORITY:
STATUS:
DESCRIPTI
Isolate the host 3 for further study.

This is remediation task AAA-T777.

5. Confirm that you want to delete the task and click OK.
Confirm Delete x

Deleting a Task from NetWitness will not delete it from other systems. Please note
that it will be your responsibility to delete the task from any other applicable
systems.

Are you sure you want to delete 1 recol Once applied, this deletion cannot be

reversed.

The task is deleted from NetWitness. Deleting tasks from NetWitness does not delete them from
other systems.
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To Delete Tasks from the Tasks List:

1. Goto Respond > Tasks.
The Tasks List view displays a list of all incident tasks.

2. In the Tasks list, select the tasks that you want to delete and click Delete.

NETWITNESS vestigate Respond

NCIDENTS

Delete

CREATED PRIORITY v NAME ASSIGNEE STATUS LAST UPDATED CREATED BY INCIDENT 1D

07/22/202016:03:37 CRIMICAL REM-8 Revoke user permissions ASAP Admin New 07/22/202016:03:37 analyst1

] 07/22/202017:0031 CRITICAL REM-12  Createareplacement host ASAP ITServices New 07/22/202017:00:31 SOCmanager

] 07/22/2020154629 | REM-7 Re-image the machine ASAP! Jose in Progress 07/22120201621:18 analyst1

07/22/202016:06:45 1 REM-10  Contact Agency SOC Manager 07/22/202016:06:45 analyst1

) 07/22/2020160453 | MEDIUM REM-9

Isolate the Host Machine Edwardo 07/22/202017:01:45 analyst1
o7/2212020160751 | Low REM-11  NetworkAlert Admin 07/22/202016:07:51 analyst1

Showing 6 out of 6 items | 2 selected

3. Confirm that you want to delete the tasks and click OK.

Confirm Delete X

Deleting a Task from NetWitness will not delete it from other systems. Please note that it will be your responsibility to
delete the task from any other applicable systems.

Are you sure you want to delete 2 record(s)? Once applied, this deletion cannot be reversed.

=l

The tasks are deleted from NetWitness. Deleting tasks from NetWitness does not delete them from
other systems.

Close an Incident

When you have arrived at a solution after investigating an incident and remediating it, you close the
incident.

1. Go to Respond > Incidents.

2. In the Incident List view, select the incident that you want to close and click Change Status.

3. Select Closed from the drop-down list.

You can see a successful change notification. The incident is now closed. You cannot change the
priority or assignee of a closed incident.

Note: You can also close an incident in the Overview panel. You can close multiple incidents at the
same time in the Incident List view. Change Incident Status provides additional details.
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Incident Response Use Case Examples

The following use cases provide examples of an analyst using NetWitness to quickly respond to
incidents, identify threats, and take action to reduce or eliminate the ability of threat actors to
compromise valuable information in the corporate network.

Use Case #1: UEBA Anomalous User Activity

An analyst named Chris logs in, goes to the Incidents List view, and uses the filters on the left-hand side
to look at all of the incidents assigned to her. In the list, she notices an incident that she has not yet
reviewed (status is Assigned) and opens the incident.

RmcAL
HIGH
HIGH
HIGH
HIGH

toosasssom | MEDUM

Reset Filters Showing 6 out of 6 items | O selected

In the Incident Details view, the analyst sees a timeline of contributing events (Indicators panel) on the
left, a visualization of the entities involved in the middle, and additional panels on the right where she
can keep track of notes and tasks during her review.
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TASKS (0)  RELATED

INC-1 A Nodal Graph = EventsList [l

Multiple Suspicious Activities for
User jsheppard

Send to Archer

ovERVIEW

04/09/2019
high_number_ ssful user_change_.

0410972019
high_number. ) membership_eve

communicates i, There are no journal entries for INC-1

04/09/2019 06:0
user_account,

New Journal Entry

miLesTonE  [None

Chris uses the Indicators panel to get finer detail on the events that lead to this incident being created.
Clicking the "User Entity Behavior Analytics" link in the Indicators panel exposes the analysis that was
done and the anomaly that was detected on the user account "Jonathan Sheppard (jsheppard)." The User
Entity Behavior Analytics panel below shows an overall risk score of 160, details the Windows events
that contributed to the severity, and shows the actual anomaly in user account changes attributed to this
user. She can explore the data in as much depth as required to help validate and understand the alert.

INC-1 User Entity Behavior Analytics

Multiple Suspicious Activities for
< User jsheppard

verview
Jonathan Sheppard © Watch Profile

Luser_change_.

OVERVIEW USERS ALERTS Search User

st S Mass Changes to Groups | c < Indicator 1 of 5 > x
high_num
Indicator Multiple User Account Changes (Hourly) \sheppard has successfully executed multiple sensitive Active
Contribution to Alert  43% Directory changes
Anomaly Value 30
Datasource Active Directory

8 Mass Changes to Groups | Hourly

01302018 | 101 A Sensitive Active Directory Changes (Last 30 Days)

Jan0s Jon17 Jan20 Jan2a Jonz9

Jm of Sensitive AD Changes (Hourly)

NORMALIZED USER OPERATION TYPE
USERNAME | o

OPERATION TYPE ot OBJECT NAME  RESULT
SECURITY_SENSITIVE_OPERATION,
User Password Changed £ = 2 Success
CHANGE_OPERATION

User Password Changed By Non JRITY_SENSITIVE_OPERATION,
Owner CHANGE_OPERATION

SECURITY_SENSITIVE_OPERATION,

Vo Aceruint Fruablod

In the Events List, Chris can even inspect the details of the individual log events involved.
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INC-1 Tevent

Multiple Suspicious Acti
User jsheppard

Send to Archer

VENT TIME EVENT TvPE
04/09/2019 06:09:02.000 pm

SOURCE

USERNAME
04/09/2019 05:57:25 pm isheppard

high_number_of_suct DEVICE

04/09/2019 06:09:02 pm. TARGET

DEVICE
04/09/2019 06:20:26 prm
DATA
SCHEMA
ACTIVE_DIRECTORY
UPDATED DATE

2019-04-16T02:04:08.942.000Z

04/09/2019 06:06:25 pm T

SUCCESS
04/09/2019 06:06:26 pm

EVENT TIME
04/09/2019 06:17:13 pm

04/09/2019 06:40:3

04/09/2019 06:38:21 pm

04/09/2019 06:38:21 pm

04/09/2019 06:17:14 pm

04/09/2019 06:0%:02 prm

04/09/2019 06:0%:02 prm

) high_number_of successful_user_change security_sen:

DETECTOR P

ADDITIONAL INFO
ORIGIN
192.168.212.227

ORIGIN IPV4
10.186.212.227

DESCRIPTION
USER_PASSWORD_CHANGED
O SVERSION

Windows Server 2012 R2
Standard

RESULT
Success

COMPUTER
| PADDRESS

1S USER ADMIN
false

ACTION

Add Attribute

OPERATION TYPE
USER_PASSWORD_CHANGED

o
Empty
DOMAINDN

/e operations (cien

FILE NAME

RELATED,

& Nodal Graph = EventsList Ml

FILE HASH

UPDATED BY
hourlyOutputProcessorRun2018-
01-30700:00:002

CREATED DATE

2018-02-05T08:06:43.942.000Z

OPERATION TYPE CATEGORIES
SECURITY_SENSITIVE_OPERATION

USER_CHANGE_OPERATION

OPERATION TYPE
USER_PASSWORD_CHANGED There are no journal entries for INC-1

DATA SOURCE
Active Directory

New Journal Entry

MILESTONE

During her review and investigation, she can update the incident with her notes, as well as create and
assign tasks for herself or other analysts.

1event [seeaievens

INC-1
Multiple Suspicious Acti
User jsheppard

Send to Archer

oVERVIEW

EVENT TIME EVENTTYPE
04/09/2019 06:09:02.000 pm

SOURCE

USER

USERNAME

04/09/2019 05:57:25 pm ishepp:

99) high number_of successful_user_change.. —_—

04/09/2019 06:09:02 prm. TARGET

DEVICE

04/09/2019 06:20:26 prm
DATA

04/09/2019 06:21
SCHEMA
ACTIVE_DIRECTORY
04/09/2019 06:21:31 pm
UPDATED DATE

2019-04-16T02

RESULT
SUCCESS

04/09/2019 06:06:25 prm

04/09/201 06:06:26 prm ST

2019-04-09T18:
04/09/2019 06:17:13 pm

04/09/2019 06:40:

04/09/2019 O¢

04/09/2019 06:38:21 pm

04/09/2019 06:17:14 pm

04/09/2019 06:0%:02 prn

04/09/2019 06:0%:02 prn

) high_number_of successful user_change security_sen:

DETECTOR P

ADDITIONAL INFO
ORIGIN
192.168.212.227

ORIGIN IPV4
10.186.212.227

DESCRIPTION
USER_PASSWORD_CHANGED
OSVERSION

Windows Server 2012 R2
Standard

RESULT
Success

COMPUTER

1PADDRESS

IS USER ADMIN
false

ACTION
Add Attribute

OPERATION TYPE
USER_PASSWORD_CHANGED

T0
Empty
DOMAINDN

ive_operations (s

FILE NAME

TASKS (0)  RELATED

& Nodal Graph  i= EventsList Il

chris 06 11 pm
miLEsTONE [ Nox v

FILEHASH Confirmed - reviewed all UEBA detections and
believe this user account to be compromised.
UPDATED BY
hourlyOutputProcessorRun2018-
01-30700:00:002
CREATED DATE

2018-02-05T08:06:43.942.0002

OPERATION TYPE CATEGORIES
SECURITY_SENSITIVE_OPERATION

USER_CHANGE_OPERATION

OPERATION TYPE
USER_PASSWORD_CHANGED

DATA SOURCE
Active Directory

New Journal Entry

MILESTONE  [None

To remediate the incident, Chris opens a task for the administrator (admin) to suspend the jsheppard

account.
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JOURMNAL {1} RELATED b

REM-3 / INCA1

CREATED: 0&f

LAST UPDATED: O&/07/20159 02:5
OPENED 4 hours ago

NAME Suspend jsheppard account

assiGNeEe:  admin

PRIORITY: High
STATUS: Mew

DESCRIPTION

There is no description for this task

Use Case #2: Encoded Webshells Detected

Analyst Chris logs in, looks at all of the new incidents that have not yet been assigned to anyone, and
notices a highly critical incident "Encoded Webshells Detected."

Incidents  Alerts  Tasks

Y x

createD PRIOTY o RISKSCORE 1D sTatus AssicnEE aLenrs
TiBne mas @ custom bae rAnGE

All Data 04/09/2019 09:11:19 pm GRMCAL 70
1oen 05/28/2019.0 m HIGH
04/09/2019 0 s HIGH
T 04/09/2019 0 HIGH
O Low
O Medium

O High
O Critical

04/09/2019 0 HIGH
04/09/2019 0 HIGH

| meDium

sTatus

D wsnooazovatpm | ow
O Assigned
O In Progress
O Task Requested
O Task Complete
O Closed
O Closed - False Positive

ASSIGNEE

O show only unassigned incidents

cATEGORIES

SENT TO ARCHER
O Yes
O No

Reset Filters Showing 8 out of 8 items | 0 selected

Chris decides to assign this incident to herself and investigate it.
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Change Priority Change Status Change Assignee

(Unassigned)

D CREATED
04/09/2019 02:11:19 pm
05/28/2019 03:29:09 am
04/09/2019 02:02:30 pm
04/09/2019 02:02:29 pm
04/08/2019 02:02:29 pm
04/09/2019 08:59:29 pm
04/06/2019 02:40:35 pm

05/16/2019 02:00:41 pm

admin

chris gordon
demo1
demo10
demo15

demo2

| meDiUM

| row

Delete

i STATUS

New

New

New

New

New

New

New

New

At first glance using the visual summary, Chris can see a couple of specific Event Stream Analysis alerts
that kicked off this incident, and the entities associated with the alerts. She sees that a public IP address
(xxx.xx.xxx.248) has been detected as interacting with a webshell on the internal web server
192.168.31.20. It looks like the suspicious request was made to the file email.aspx. She dives in to

investigate.

INC-11
Encoded Webshells Detected

send to Archer

oVvERVIEW

04/09/2019 09:11:15 pm

Event Stream Analysi 04/09/2019 09:11:28 pm
70) Webs ted
E)

Tasks o) ReLATED
A Nodal Graph  i= EventsList Wl ©

192.168.31.20

There are no journal entries for INC-11

New Journal Entry

By drilling into the indicator (alert) on the left-hand side, Chris can view the entire list of events
associated with the incident and all of the metadata generated by the system, including details about the
connections between the external and internal host. She notices that the type of data in this case is
"Network," meaning that these events were generated by the full packet capture component of

NetWitness.
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ovERVIEW

Event Scream Analysis
Webshells Detected

04/09/2019 09:11:15 pm

01909:10:11 pm
4

019 09:10:11 pm

3events

70) Webshells Detected

EveNTTIME
04/09/2019 09:10:11.000 pm

EvenTTYoE
Network

SOURCE TARGET
DEVICE
PoRT
20

MACADDRESS MACADDRESS

1P ADDRESS

GEOLOCATION
counTRY.

GEOLOCATION

user
LATITUDE

DOMAIN/HOST

ORGANIZATION

DETECTOR
DOMAIN/HOST

size
LoNGITuDE 2491

user

RELATED LINKS

Webshells Detected

EveNTTIME evenTTYRE
04/09/2019 09:10:11.000 pm Networ

®
3
TARGET

Webshells Detected

event T event v
04/09/2019 09:10:11.000 pm Network

® porT

SOURCE
TARGET

DETECTORIP FLeHasH

DATA
FILENAME

SOURCE DOMAIN

EVENT SOURCE
192.168.1.112:50005

ANALYSIS FILE
s eval no docwrite
HOSTNAME

ANALYSIS SERVICE
possible base64 http form data

ACTION

POST

EVENT SOURCE ID.
31

DETECTORIP FuE HASH

HosT

DETECTORIP FILENAME FLEHAsH

HosT

A TASKS (0)  RELATED
A Nodal Graph

SITE CATEGORIZATION
picious

There are o journal entries for INC-11

New Journal Entry

While the metadata associated with these events does look suspicious to Chris, she wants to investigate
even deeper to see what is going on. To do this she can drill into the raw packet reconstruction of the
HTTP sessions simply by clicking the "Network" link in the Indicators panel on the left-hand side.

091115 pm

Event Analysis

Network Event Details | Text Anal

Download PCAP

NW SERVICE SESSION 1D
NetworkHybrid - Concentrator 3133

LAST PACKET TIME

CALCULATED PACKET SIZE
04/09/2019 08:10:11 pm s

2491 bytes

Referer: http:
Content-Type: application/x-mm-form-urlencoded
User-Ag 11a/4.0 (compatib

Content-Length: 1119

TixSkpo2UuU3RhenQoKTE
brQoKSK7’

o) Jeatch(err){Re:

HITR/1.1 200 0K
Cache-Control

Connect

Date: Thu, 11 Feb 2016 17:28:16 GHT

SOURCE IP:PORT

CALCULATED PAYLOAD SiZE
1897 bytes

e tirite("ERROR:// "X2Berr message); JRe:
e End();821-Y21k822-Y 2051 208 TKHGXGLuZXRwchIcdl3d3cr

i IS 1HN@YXQLWFUTHugZnL uZCASRVNUQUIMSVNI RUQS Im jaGBEMINImik ImV'jaGagovd

EOooHNm
@) DisPLAY cOMPRESSED PAYLOADS

service FIRST PACKET TIME
20 04/09/2019 09:10:11 pm

CALCULATED PACKET COUNT
)

sessioniD
Time 9091011 pm
size
PAYLORD
MEDIUM
eTH.sRC
ETHALL
eT.osT
ETHAL
eTh.TveE
.5k

p.ALL

1p.0sT

1R.ALL
1p.pROTO
TeRFLAGS
TCP.SRCPORT
PORT.ALL
PORT.SRCALL
TCp.0sTRORT
PORT.ALL
PORT.DST.ALL
sERVICE
STREAMS
PACKETS
uFETIME

ETH.SRC.VENDOR Vhware, Inc.

From this deep dive, Chris can examine the raw payload of the suspicious connections and can easily see
the strange nature of this request. In the request payload she can see a strange looking request, but most
alarmingly, once she scrolls down to the response portion she can see the information that her web server
is sending back out to the suspect external IP address.
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Event Analysis

Netwc
o Archer
veRVIEW Download PCAP @) DISPLAY COMPRESSED PAYLOADS

04/09/2019 09:11:15 pm
NW SERVICE SESSION 1D DESTINATION 19:20RT service FIRST PACKET TIME
3134 2 80

NetworkHybrid - Concentrator 04/09/2019 09:10:11 pm

LAST PACKET TIME CALCULATED PACKET SIZE CALCULATED PAYLOAD SIZE CALCULATED PACKET COUNT
es es 11

04/09/2019 09:10:11 pm 3007 byte 2353 byt

sessionID

&z 2=Y 201 208 TKM6XG1uTXRWIWICd3d3CrdvelFwi ImRpCiZ 1Y 2hv IFtTXSZJZCZ1YZhVT FEFXQRIDASD

e 019091011 pm
size

PAYLOAD
MEDIUM
ETH.SRC
ETHALL
ETH.0ST
ETHALL
ETH.TYRE
1.sRE.

AL

1.0t

AL
1p.pROTO
Tep.FLAGS
Tep.sRePORT
PORT.ALL
PORT.SRCALL
Tep.STRORT
PORT.ALL
PORT.DST.ALL
seRvice
STREAMS
PACKETS
urETIME

ETH.SRC.VENDOR

Chris sees what looks to be a directory listing in the packet data, which is not something she would
expect from normal web site communications. With this information, she confirms that this is indeed a
malicious webshell that has been installed on the internal web server.

From here, Chris can take a number of actions. She can journal her confirmation, assign a task to another
user to handle the incident from there, or she can expand her investigation to look for any other activity
that has been associated with the malicious external IP address. Chris does this by left or right click the
IP address to open a context tooltip and pivoting into Investigate.

Filter Events

£ Meta Group ‘ 12 Ordering v CONTEXT HIGHLIGHTS % @ || 5580230

&, Download Logas Text ‘\ ® Renoer Json
Me

NCIDEN
” 02/11/202205:56:01 am

evice Type (2
ENDPOINT size

<2> 00001 07/21/2003 12:37:15.750 SEV=2 IKE/43 RTP=101 192 B

2.16.0.1 session already in progress
oip

endpointloghybrid1
DEVICE.IP
10.125.250.188
MEDIUM

32

DEVICETYPE
unknown
DEVICE.DISC

0

DEVICE.DISC.TYPE

unknown

Customize Actions

60f 40,000 events

This pivot brings Chris into another part of the NetWitness interface where she can perform free-form
search and analysis outside of the incident.
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Navigate Events Event Analysis Hosts Files Users Malware Analysis

= Broker [GUSE M ¥ Query © EProfile © EHunting® | B Total ® = Descending © BB Event Count ® |
T deviceip= i lip.sr=
2019 3; 20:49:00 (+00:00) All Data

~ Direction [direction] (1 value) £
h inbound (6)
@ Network Namenetname] (2 values) 2

it dst (6) - othersrc (6)
@ Service Analysis|anaiysis service] (4 values) £

hostname consecutive consonants (6) - http no accept header (6) - possible baset4 http form data (1) - windows cli admin commands (1)
@ Session Analysis [analysiz session] (1 value) £

archive extension mismatch (2)
@ File Analysis[znziysissie] (2 values) 2

js eval no docwrite (8) - rar file encrypted (2)

tpsl (1 value) 2
© Source IP Addressiipsrc] (1 value)
)

&> Destination IP addressoas (1 value) 2

192.168.31.20(6)

Host ID[alies host] (1 value) 2
Www

.com (6)
Filenamesienzme] (1 value) 2
g email.aspx (6)

& Criticality - RSA Archer IT Security and Risk Management [=s==: crif] (1 value) 2

In this case she did not uncover anything other than the same network events that were part of the
original incident, which is a good step in validating the isolated scope of the incident. If, however, she
were to find other interesting events across any log, network, or endpoint data in the system, she could
easily add those events into the incident to keep track.
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Reviewing Alerts

NetWitness enables you to view a consolidated list of threat alerts generated from multiple sources in
one location. You can find these alerts in the Respond > Alerts view. The source of the alerts can be
ESA correlation rules, NetWitness Endpoint, NetWitness UEBA (Cloud), Malware Analysis, Reporting
Engine, Risk Scoring, as well as many others. You can see the source of the alerts, the alert severity, and
additional alert details.

Note: ESA correlation rule alerts can ONLY be found in the Respond > Alerts view.

To better manage a large number of alerts, you have the ability to filter the alerts list based on criteria
that you specify, such as severity, time range, and alert source. For example, you may want to filter the
alerts to only show those alerts with a severity between 90 and 100 that are not already part of an
incident. You can then select a group of alerts to create an incident or add to an existing incident.

You can perform the following procedures to review and manage alerts:
* View Alerts
* Filter the Alerts List

e Remove My Filters from the Alerts List

e Save the Current Alerts Filter

e Update a Saved Alerts Filter

¢ Delete a Saved Alerts Filter

e View Alert Summary Information

e View Event Details for an Alert

* Investigate Events

¢ Create an Incident Manually

e Add Alerts to an Incident

¢ Delete Alerts

View Alerts

In the Alerts List view, you can browse through various alerts from multiple sources, filter them, and
group them to create incidents. This procedure shows you how to access the alerts list.

1. Go to Respond > Alerts.
The Alerts List view displays a list of all NetWitness alerts.
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NETWITNESS

ALERTS

] createn
1 1128720221147 26 3m

11/28/2022 11:15023m
1 1125/202209:4438am
0 11/25/202209:44:58 3m

11/25/202209:44:58 am

11/25/202209:-44:58 am

1 1125/202209-44:58am

O 19/25/202209:44:53am
0 1125/202209:44533m
11/25/202209:44:53am
11/25/202209:44:53 3m

1 am

1-1,000 of 55,473 Alerts | O selected

Respond

L OSEVERITY  NAME sounce #EvenTs, HOST SUMMARY INCIDENT 1D PERSISTED STATUS

[ e—— 1114t011110

1114011110

Event Stream Analysis 1111011130

Event Stream Analysis 11111011130

11111011120

1111t01012524612

1111t011130

1111011120

111101111

Event Stream Analysis 11111111

Event Stream Analysis 1111t01012524612

Event Stream Analysis 11111011130

Event Stream Analysis 1111t011120

Event Stream Analysis 11111011120

Event Stream Analysis 1111101012524612

Event Stream Analysis 1111011130

Event Stream Analysis 1111t011120

Event Stream Analysis 1111t011120

Fuent Stream Analveis 1111101012524612

1 of 56 > » 1000 v | Alerts per page

2. Scroll through the alerts list, which shows basic information about each alert as described in the
following table.

Created

Severity

Name

Source

# Events

Displays the date and time when the alert was recorded in the source
system.

Displays the level of severity of the alert. The values are from 1
through 100.

Displays a basic description of the alert.

Displays the original source of the alert. The source of the alerts can be
NetWitness Endpoint, Malware Analysis, ESA correlation rules,
Reporting Engine, Risk Scoring, and many others.

Note:

- From 12.3.1 and later, the alert source filter panel displays only the
sources installed in your instance of NetWitness and won't display all
possible sources. If a user deletes a host / service on their
NetWitness Instance, any source associated with that host / service
will be marked as decommissioned. For Ex. ESA Primary is deleted
in the hosts page, the ESA source will be marked as
decommissioned, the source decommissioned message (source has
been decommissioned) is displayed in the alert source filter panel.

Indicates the number of events contained within an alert. This varies
depending on the source of the alert. For example, NetWitness
Endpoint and Malware Analysis alerts always have one Event. For
certain types of alerts, a high number of events may mean that the alert
is more risky.
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Host Displays details of the host like the host name from where the alert was

Summary triggered. The details may include information about the source and
destination hosts in an Alert. Some alerts may describe events across
more than one host .

Incident ID Shows the Incident ID of the alert. If there is no incident ID, the alert
does not belong to any incident and you can create an incident to
include this alert or the alert can be added to an existing incident.

MITRE Shows the particular Tactic associated with each alert.
ATT&CK

Tactics

At the bottom of the list, you can see the number of alerts on the current page and the total number of
alerts. For example: 1 - 500 of 2400 Alerts | 0 selected. The maximum number of alerts that you can
view at one time is 1,000. You can also change the maximum number of alerts per page by selecting
from the drop-down at the bottom right corner.

NETWITNESS n e Respond
TS ALERTS

creaTED SEVERITY  NAME source # EvenTs, HOST SUMMARY INCIDENT 1D PERSISTED STATUS
1V/28/202211:17263m ¢ NetWitness Investigate 11141011110

11/28/202211:1502am NetWitness Investigate 1114011110

11/25/202209:44:56am 0 Event Stream Analysis 11111011130

11/25/202209:44:58am Event Stream Analysis 11111011130

11/25/202209:44:56am Event Stream Analysis 11111011120

11/25/202209:44:56am Event Stream Analysis 1111t01012524612

11/25/202209:44:56am 0 Event Stream Analysis 11111011130

11/25/202209:44:56am Event Stream Analysis 11111011120

11/25/202209:44:56am 0 Event Stream Analysis 111101111
11/25/202209:44:56am Event Stream Analysis 1111t01012524612
11/25/202209:44:56am 20 Event Stream Analysis 11111011130
11/25/202209:44:56am 0 Event Stream Analysis 11111011120
11/25/202209:44:56am Event Stream Analysis 11111011120
11/25/202209:44:53am 0 Event stream Analysis 1111t01012524612
11/25/202209:44:53am Event Stream Analysis 11111011130
11/25/202209:4453am Event Stream Analysis 11111011120

11/25/202209:44:53am Event Stream Analysis 11111011120

¥
o
o
o
o
u|
o
o
o
o
00 1125/202209:44:582m 30 e Event Stream Analysis 111101111
o
o
o
o
o
o
o
o
o
o

112502072 09-48533m a0 e Fuent Stream Analvsis 1111401012524612

1-1,000 of 55,473 Alerts | 0 selected » 111000 v |lAlerts per page

Filter the Alerts List

The number of alerts in the Alerts List can be very large, making it difficult to locate particular alerts.
The Filter enables you to view the alerts you want to see, for example, alerts from a particular source,
alerts of a particular severity, alerts that are not part of an incident, and so on.
1. Go to Respond > Alerts.
The Filters panel appears to the left of the Alerts list. If you do not see the Filters panel, in the Alerts
List view toolbar, click , which opens the Filters panel.
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Y Filters

SAVED FILTERS

@ ) cusToM DATE RANGE
TIME RANGE

Last Hour

TYPE

Correlation

File Share

Instant IOC

Log

Manual Upload

Network

On Demand

Resubmit

Unknown

Web Threat Detection Incident

[m]
a
(]
]
(]
[m]
(]
0
(]
(]

SOURCE

O Reporting Engine

O NetWitness Core

O NetWitness Investigate
O Event Stream Analysis A

Source has been decommissioned

100

0

SEVERITY

2. In the Filters panel, select one or more options to filter the alerts list:

¢ Time Range: You can select a specific time period from the Time Range drop-down list. The time
range is based on the date that the alerts were received. For example, if you select Last Hour, you
can see alerts that were received within the last 60 minutes.

¢ Custom Date Range: You can specify a specific date range instead of selecting a Time Range
option. To do this, click the white circle in front of Custom Date Range to view the Start Date and
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End Date fields. Select the dates and times from the calendar.
TIM E . CUSTOM DATE RANGE

START DATE

01/09/2020 12:00:00 AM

END DATE
01/11/2020 12:00:00 AM
JANUARY 2020 3
Tue Wed Thu

1

3

15 16

22

¢ Type: Select the type of events in the alert to view, for example, logs, network sessions, and so
on. In NetWitness Platform 11.3 and later, if one of the events in an alert has a device type of
nwendpoint, Endpoint is included in the Type field.

¢ Source: Displays only the alert sources which are installed. Select one or more sources to view
alerts triggered by the selected sources. For example, to view NetWitness Endpoint alerts only,
select Endpoint as the source. Netwitness Core is available from 12.3 and later version. For more
information, see the NetWitness Respond Configuration Guide.

¢ Severity: Select the the level of severity of the alerts to view. The values are from 1 through
100. For example, to concentrate on the highest severity alerts first, you may want to view only
those alerts with a severity from 90 to 100.

¢ Part of Incident: To view only alerts that are not part of an incident, select No. To view only
alerts that are part of an incident, select Yes. For example, when you are ready to create an
incident from a group of alerts, you can select No to view only those alerts that are not currently
part of an incident.

e Alert Names: Select the name of the alert to view. You can use this filter to search for all alerts
generated by a specific rule, for example, Direct Login to an Administrative Account.

e MITRE ATT&CK Tactics: Select the tactic associated with the alert.
e MITRE ATT&CK Techniques: Select the technique associated with the alert.

The Alerts List shows a list of alerts that meet your selection criteria. You can see the number of
items in your filtered list at the bottom of the alerts list.
For example: Showing 30 out of 30 items

3. If you want to close the Filters panel, click X. Your filters remain in place until you remove them.
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Remove My Filters from the Alerts List

NetWitness remembers your filter selections in the Alerts List view. You can remove your filter
selections when you no longer need them. For example, if you are not seeing the number of alerts that
you expect to see or you want to view all of the alerts in your alerts list, you can reset your filters.

1. Go to Respond > Alerts.
The Filters panel appears to the left of the alerts list. If you do not see the Filters panel, in the Alerts
List view toolbar, click , which opens the Filters panel.

2. At the bottom of the Filters panel, click Reset Filters.

Save the Current Alerts Filter

Note: This option is available in NetWitness Platform Version 11.5 and later.

Saved filters provide a way for analysts to save and quickly apply specific filter conditions to the list of
alerts. You can also use these filters to customize the Springboard landing page. For example, you may
want to create a filter to show only alerts from a specific source and severity level over the last 24 hours.
(This option is available in NetWitness Platform 11.5 and later.)

Saved filters are global. You can save a filter for other analysts to use and you can use any saved filter.

1. In the Filters panel, select one or more options to filter the incidents list. For example, in the Time
Range field select Last 24 Hours, in the Source field select Endpoint, and for Severity, select the 90
to 100 range.

2. Click Save As and in the Save Filter dialog, enter a unique name for the filter and save it, for
example Last24Hours-Endpt Sev90-100.

Save Filter

Choose a name that contains 1-256 alphanumeric characters, underscores or hyphens.
The name must not match an already existing filber name.
FILTER NAME

Last24Hours-Endpt_Sev90-100

The filter is added to the Saved Filters list.

SAVED FILTERS

Last24Hours-Endpt_Sev?0-100
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Update a Saved Alerts Filter

Note: This option is available in NetWitness Platform Version 11.5 and later.

1. In the Filters panel Saved Filters drop-down list, select a saved filter.

2. Update your filter selections and click Save.

Delete a Saved Alerts Filter

Note: This option is available in NetWitness Platform Version 11.5 and later.

When a saved filter is no longer required, you can remove it from the saved filters list. Filters used in the

Springboard cannot be deleted.

1. In the Filters panel, open the Saved Filters drop-down list.

SAVED FILTERS

Last24Hours-Endpt_Sev/70-80

Last24Hours-Endpt_Sev30-100

Last?4Hours-Endpt_Sev70-80

2. Next to the filter name, click to delete it.
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View Alert Summary Information

In addition to viewing basic information about an alert, you can also view raw alert metadata in the

Overview panel.

1. In the Alerts list, click the alert that you want to view.

NETWITNESS

NCIDENTS  ALERTS

SAVED FILTERS

e ™)

ast 24 Hours

fanual Upload
O Network

O OnDemand

O Resubmit

O Unknown

O Web Threat Detection Incident

CUSTOM DATE RANGE

Respond

createD
05/05/202008
05/05/202008:
05/05/202008:
05/05/202008:
05/05/202008:
05/05/202008:
05/05/202008:
05/05/202008:
05/05/202008:
05/05/202008

05/05/202008;

05/05/202007-...

05/05/202007:

05/05/202007:

05/05/202007:

05/05/202007:

05/05/202007:

05/05/202007:

05/05/202007.

05/05/202007:

05/05/202007:

05/05/202007:

severiTy

%0

The Alert Overview panel appears to the right of the Alerts list.

Hosts Files Dashboarc Reports

souRce e cvents

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Showing 108 out of 108 items

Oselected

HOST SUMMARY

(@I

Blacklisted File

OVERVIEW

05/05/202007:39:07 pm
%0

Endpoint

Endpoint

1

“statement™: “lacklisted File",

“mediua’: 32,
“analysts_file": [
“blacklisted file"

~424475568c476237 405683838825 7bdc1009349085498644 75940012
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2. In the Overview panel Raw Alert section, you can scroll to view the raw alert metadata.
Blacklisted File
OVERVIEW
Incident ID:
05/21/2020 06:10:31 pm
90
Source: Endpoint

Type: Endpoint

“severity”: 9,

"eventSourceId™: "concentrator:58085:487384",
"respondEnabled™: true,

“enginellri®: "=,

"moduleName”™ : "Blacklisted File",
"suppressMessageBus™: false,

"transientAlert”: false,

"notificationReasons™: [],

"actualEventsCount™: 1,

"instanceld": “id&Fc6ceblfadc6326d6d5483d258Fchlel T9e0869325h245d11
"statement™: "Blacklisted File™,

"id": "59b522a5-fbcf-42Fb-bb33-c3dbe6952832",

"time™: "May 21, 2628 18:18:31 PM UTC™,
"events™: [
{

"extension™: "exe",

"com_rsa_netwitness_streams_stream”: “endpoint-stream-e985e968

"device_type™: “mwendpoint"™,

"sessionid™: 487984,

"medium™: 32,

"analysis_file"™: [

"blacklisted file™

1,

"rid": 349892,

"feed_name™: [

"investigation™

View Event Details for an Alert

After you review the general information about the alert in the Alerts List view, you can go to the Alert
Details view for more detailed information to determine the action required. An alert contains one or
more events. In the Alert Details view, you can drill down into an alert to get additional event details and
further investigate the alert. The following figure shows an example of the Alert Details view.
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NETWITNESS

country_dst

OVERVIEW

(None)

05/21/202008:10023m

The Overview panel on the left has the same information for an alert as the Overview panel in the Alerts
List view.

The Events panel on the right shows information about the events in the alert, such as event time, source
IP, destination IP, detector IP, source user, destination user, and file information about the events. The
amount of information listed depends on the event type.

There are two types of events:

e A transaction between two machines (a Source and a Destination)

e An anomaly detected on a single machine (a Detector)

Some events will only have a Detector. For example, NetWitness Endpoint finds malware on your

machine. Other events will have a Source and Destination. For example, packet data shows
communication between your machine and a Command and Control (C2) domain.

You can drill further into an event to get detailed data about the event.
To View the Event Details for an Alert:

1. To view event details for an alert, in the Alerts List view, choose an alert to view and then click the
link in the Name column for that alert.
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NETWITNESS

ALERTS

O createn sevemiTy

O 05/21/202008:1002ax

NETWITNESS

OVERVIEW

(None)
05/21/202008:10023m

9%

User Entity Behavior Analytics
User Entity

7

Time
Type
Source IP

Destination IP

NAME

Respond

Respond

7events
e
06/20/2018.03:1400.000pm
06/20/201805:14:00000pm
06/20/2018.03:1400000pm

2015051400000 pm

2018 03:1400000pm
06/20/2015.03:1400.000pm

04/20/201803:14:00000pm

source s events

NetWitness Investigate s

User Entity Behavior Analytics 7

Reporting Engine

Endpoint

Endpoint

Endpoint

Endpoint

Showing 1000 out of 2327 items | Oselected

source 1P SouRCE PORT

4 HOST sUMMARY

21 3

000.000.000.000t0999.999.999.999-WIN

000.000.000.000t0999.999.999.999-WIN

000.000.000.000t0999.999.999.999-WIN

000.000.000.000t0999.999.999.999-WIN

as3

619491010,

to6s

619491010,

619491010

619491010,

61949010

065,

1240t 10.

The Alerts Details view shows the Overview panel on the left and the Events panel on the right.

SOURCEHOST  SOURCE MAC

Shows the time the event occurred.

source ussr

INCIDENT 1D

DESTINATIONIP  DESTINATION PORT  DESTINATION HOST DESTINATION MAC

The Events panel shows a list of events with information about each event. The following table
shows some of the columns that can appear in the Events List (Events Table).

Shows the type of alert, such as Log and Network.

Shows the source IP address if there was a transaction between two machines.

Shows the destination IP address if there was a transaction between two
machines
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Detector IP Shows the IP address of the machine where an anomaly was detected.
Source User Shows the user of the source machine.

Destination Shows the user of the destination machine.

User

File Name Shows the file name if a file is involved with the event.

File Hash Shows a hash of the file contents.

If there is only one event in the list, you see only the event details for that event instead of a list.

2. Click an event in the Events list to view the Event details.
This example shows the event details for the first event in the list.

NETWITNESS gate Respond

EventD
06/20/20° 200 pm
OVERVIEW
Back To Table 10f7 >
(None)
05/21/202008:1002am 06/20/2018 03:14:00.000 pm 2 year
\Desktop
9%
\Desktopitestlile txt
User Entity Behavior Analytics
User Entity
\Desktopitest\

\Desktopitestitestile bt

\Desktophtestfile txt

FILE ACTION
FILE DELETED

660
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3. Use the page navigation to the right of the Back To Table button to view other events. This example
shows the event details for the last event in the list.

NETWITNESS Respond

See Alert Details Panel for detailed information about the event data listed in the Alert Details panel.

Investigate Events

To further investigate the events, you can find links that take you to additional contextual information.
From there, you have options available depending on your selection.

View Contextual Information

In the Alert Details view, you can see underlined entities in the Events panel. An underlined entity is
considered an entity in the Context Hub and has additional contextual information available. The
following figure shows underlined entities in the Events list.
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NETWITNESS
high_nur
it TYPE  SOURCEIP SOURCEPORT SOURCEHOST SOURCEMAC SOURCEUSER  DESTINATIONIP  DESTINATIONPORT DESTINATIONWOST DESTINATIONMAC  DESTINATIONUSER DETECTORIP  FILENAME

Stk

05/14/202006:12:00.000pm

05/14/202006:16:00.000pm

NETWITNESS Investigate ~ Respond ~ Users  Host:

high_number_of_deletions Event Details
05/14/2020 06:02:00 pm
OVERVIEW

| BackToTable | ¢ 20f30
Incident ID: ING-222 l : :

Created 05/14/202007:25:27 pm 0V14/2020 060200000 i 7 ey aga

Severity 95
Source: User Entity Behavior Analytics

Type: User Entity

#Events: 30 L=
2020-05-14T17:24:43.536.000Z

Host Summary
SUCCESS
2020-05-14T16:02:00.000.000Z
hourlyOutputProcessorRun2020-05-14T16:00:00Z
2020-05-14T17:24:43.536.000Z

s FILEACTION

FILE_DELETED

4660

snooping ¢
87.86095655172274,
sakai
ber._of_deletions",

R 0.44070419649773707,

The Context Hub is preconfigured with meta fields mapped to the entities. NetWitness Respond and
NetWitness Investigate use these default mappings for context lookup. For information about adding
meta keys, see "Configure Settings for a Data Source" in the Context Hub Configuration Guide.

Caution: For the Context Lookup to work correctly in the Respond and Investigate views, NetWitness
recommends that when mapping meta keys in the (missing or bad snippet) > System > Investigation
> Context Lookup tab, you add only meta keys to the Meta Key Mappings, not fields in the
MongoDB. For example, ip.address is a meta key and ip _address is not a meta key (it is a field in the
MongoDB).
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To View Contextual Information:

1.

In the Alert Details view Events List or Event Details, left or right click an underlined entity.
A context tooltip appears with a quick summary of the type of context data that is available for the
selected entity.

a,
CONTEXT HIGHLIGHTS ®X 0O

1 1 0
INCIDENTS ALERTS LISTS

HIGH MEDIUM
ENDPOINT CRITICALITY ASSET RISK

il
66.104.20.243 | < Context Lookup
Q Pivot to Investigate
= Pivot to Investigate > Hosts/Files
& Pivot to Endpoint Thick Client
& Pivot to Archer

= Add/Remove from List

The information in the Context Highlights section helps you to determine the actions that you would
like to take. It shows the number of related alerts and incidents. It can show related data for
Incidents, Alerts, Lists, Endpoint, Criticality, Asset Risk, Reputation, and Threat Intelligence (TI).
Depending on your data, you may be able to click these numbered items for more information. The
above example shows 1 related incidents, 1 related alerts, and one list associated with the selected IP
address. There is no information for Endpoint, , Criticality, or Asset Risk. TI information comes from
the STIX data source configured in Context Hub. For more information, see the Context Hub
Configuration Guide.

The other section lists the available actions. In the above example, the Add/Remove From List, Pivot

to Investigate, Pivot to Investigate > Hosts/Files, Pivot to Endpoint Thick Client, and and Pivot to
Archer options are available.

Note: The Pivot to Archer link is disabled when Archer data is not available or when the Archer
Datasource is not responding. Check that the Archer configuration is enabled and configured

properly.

For more information, see Pivot to the Investigate > Events View, Pivot to the Hosts or Files View,
Pivot to Archer, Pivot to Endpoint Thick Client, and Add an Entity to a Whitelist.

To see more details about the selected entity, click the View Context button.
The Context panel opens and shows all of the information related to the entity.
Context Lookup Panel - Respond View provides additional information.

Add an Entity to a Whitelist

You can add any underlined entity to a list, such as a Whitelist or Blacklist, from a context tooltip. For
example, to reduce false positives, you may want to whitelist an underlined domain to exclude it from
the related entities.

1. In the Alert Details view Events List or Event Details, left or right click the underlined entity that
you would like to add to a Context Hub list.
A context tooltip appears showing the available actions.
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Risk Scoring CONTEXT HIGHLIGHTS
Threshold Bredc

N 0 0
EA INCIDENTS ALERTS

ENDPOINT CRITICALITY ASSET RISK

% Context Lookup

NW-9D77N13
Q Pivot to Investigate

7 Pivot to Investigate > Hosts/Files

7 Pivot to Endpoint Thick Client

i= Add/Remove from List

2. In the Actions section of the tooltip, click Add/Remove from List.
The Add/Remove From List dialog shows the available lists.

Add/Remove from List

Click on Save to update the list(s). Refresh the page to view the updates.

META VALUE

ALL SELECTED  UNSELECT...

DESCRIFTION

Host_Blacklist

He fhitelist

IP_Blacklist

IP_Whitelist

3. Select one or more lists and click Save.
The entity appears on the selected lists.
Add/Remove from List Dialog provides additional information.
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Create a Whitelist

You can create a whitelist in the Context Hub in the same way as you would create it in the Incident
Details view, see Create a List.

Pivot to the Investigate > Events View

For a more thorough investigation of the incident, you can access the Investigate > Navigate view.

1. In the Events List or Event Details in the Alert Details view, hover over any underlined entity to
access a context tooltip.

2. In the Actions section of the tooltip, select Pivot to Investigate > Events.
The Navigate view opens, which enables you to perform a deeper dive investigation.

For more information, see the NetWitness Investigate User Guide. For troubleshooting information with
the Investigate > Events link see the Alerting with ESA Correlation Rules User Guide.

Pivot to the Hosts or Files View

For a more thorough investigation about specific Hosts and Files, you can access the Hosts and Files

views.

1. In the Events List or Event Details in the Alert Details view, left or right click any entity to access a
context tooltip.

2. In the tooltip, select Pivot to Investigate > Hosts/Files.
If you left or right click a host or IP or MAC address entity and click Pivot to Investigate >
Hosts/Files, it displays the Hosts view with a specific host listed.
If you left or right click a filename or file hash entity and click Pivot to Investigate > Hosts/Files it
displays the Files view with a specific file listed.

Note: By default, the search for entities is on the previously selected Endpoint Server. However, you
can select a different Endpoint Server to fetch the information or data.

For more information, see the NetWitness Investigate User Guide.

Pivot to Endpoint Thick Client

If you have the NetWitness Endpoint thick client application installed, you can launch it through the
context tooltip. From there, you can further investigate a suspicious IP address, Host, or MAC address.

1. In the Events List or Event Details in the Alert Details view, hover over any underlined entity to
access a context tooltip.

2. In the Actions section of the tooltip, select Pivot to Endpoint Thick Client.
The NetWitness Endpoint thick client application opens outside of your web browser.

For more information on the thick client, see the NetWitness Endpoint User Guide.
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Pivot to Archer

For viewing more details about a device in Archer Cyber Incident & Breach Response, you can pivot to
the device details page. This information is displayed only for [P address, host, and Mac address.

1. In the Events List or Event Details in the Alert Details view, left or right click any underlined entity
to access a context tooltip.

2. In the Actions section, select Pivot to Archer.

CONTEXT HIGHLIGHTS

0 0 0
INCIDENTS ALERTS LISTS

HIGH MEDIUM
ENDPOINT CRITICALITY ASSETRISK
T

6610420243 -  Context Lookup

Q Pivot to Investigate

& Pivot to Investigate > Hosts/Files
& Pivot to Endpoint Thick Client

& Pivot to Archer

i Add/Remove from List

3. The device details page in RSA Archer Cyber Incident & Breach Response opens if you are
logged in to the application, otherwise the login screen is displayed.

; B -
n [E AudtManagement » 4% i1ssue Management ~ €9 Operational Risk Management ~ 8 SHOWALL Q E
(]

ECAT-WIN-2008 peiices

7 - s . n _
‘ NEW DJCOPY # EDIT W DELETE FS] RELATED @ RECALCULATE ¢ ExPORT % pRINT B EMAIL

FIrst Pupiisned: 9¢15/2071 7 T0:U2 AM Last Updated: 6/19/2078 5:U8 Al N

» ABOUT

¥ GENERAL INFORMATION

Device ID: DID-224835 e
Device Name: ECAT-WIN-2008
pe: Fibre Channel SAN Switch
Add
Device Manager: 2, admin

Add

Technology Profile Business Context Assessments & Scan Results Risk Management Compliance Management Business Continuity

Issues Management Vulnerability Risk Management v

Note: The Pivot to Archer link is disabled when Archer data is not available or when the Archer
Datasource is not responding. Check that the Archer configuration is enabled and configured properly.

For more information, see the NetWitness Archer Integration Guide.
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Create an Incident Manually

You can create incidents manually from alerts in the Alerts List view. The alerts that you select cannot
be part of another incident.

In NetWitness Version 11.2 and later, you can change the assignee, category, and priority when you
create an incident manually from alerts.

In NetWitness Version 11.1, incidents created manually from alerts default to Low priority, but you can
change the priority after you create it. You cannot add categories to manually created incidents in version
11.1.

Note: Incidents can be created manually or automatically. An Alert can only be associated with one
Incident. You can create incident rules to analyze the alerts collected and group them into incidents
depending on which rules they match. For details, see the "Create an Incident Rule for Alerts" topic in
the NetWitness Respond Configuration Guide.

To Create an Incident Manually:
1. Go to Respond > Alerts.

2. Select one or more alerts in the Alerts List.

Note: Selecting alerts that do not have incident IDs enable the Create Incident button. If the alert
is already part of an incident, the button is disabled. You can filter alerts that are not part of an
incident by selecting the option Part of Incidents as No in the Filters panel.

NETWITNESS Investigat Respond
ALERTS
Delete
creATED U SEVERITY  NAME source BEVENTS  HOSTSUMMARY  INCIDENTID
05/15/202006:24:14 pm high r etion User Entity Behavior An_. 60

05/15/202006:24:14 pm = tions User Entity Behavior An. 60
TIME RANGE @) custom pATE RANGE

All Data 05/15/202005:24:10 pm higl sful file action operatior User Entity Behavior An.. 60

05/15/202005:24:10pm high etior User Entity Behavior An_ 60
] 05/14/202007:25:27pm 5 t e r User Entity BehaviorAn... 30
05/14/202007:2527 pm t ul file action operatio User Entity Behavior An_ 30
05/14/202007:25:27 pm e day User Entity Behavior An_ 1
] 05/14/202006:24:32 fons  User Entity Behavior An
05/14/202006:24:32 pm high numbe let User Entity Behavior An._
Detection Incident
05/14/202005:24:14 pm o ¥ of deletior User Entity Behavior An.
] 05/14/202005:24:14pm t 0 o fons  User Entity Behavior An
O 05/14/20200424:42pm tior User Entity Behavior An._
05/14/202004:24:42 pm i User Entity Behavior An._ 3
] 05/12/2020122431pm User Entity Behavior An
O  05/12/20201224:31pm ! £ e act atio User Entity Behavior An._
05/11/202001:24:06 pm 8 i ions  UserEntity Behavior An._ 3
] 05/11/202001:2406pm 2 ts User Entity Behavior An._. 3
05/11/202012:23:37 pm f 2 User Entity Behavior An.
] 05/11/202012:23:37pm User Entity Behavior An.
] 05/11/202011:2322am 2 User Entity Behavior A 3

05/11/202011:23:22am 8 high number of successful file action opera User Entity Behavior An_. X

Showing 1000 out of 8686 items | 2 selected

3. Click Create Incident.
The Create Incident dialog is displayed.
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Create Incident

An incident will be created from the selected alerts. Please provide a
name for the incident.

MCIDENT NAME

Investigate - Hackang

Use of stolen creds

==l

In the Incident Name field, type a name to identify the incident. For example, Investigate - Hacking.

In the Priority field, select a priority for the incident. The priority defaults to Low.

(Optional) If you are ready to assign the incident, in the Assignee field, select a specific user.

NS s

(Optional) In the Categories field, you can select a category to classify the incident, such as
Hacking: Use of stolen creds. This is also helpful when trying to locate the incident later using the
incidents filter.
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8. Click OK.
You can see a confirmation message that an incident was created from the selected alerts. The new
incident ID appears as a link in the INCIDENT ID column of the selected alerts.

NETWITNESS nvestigat Respond e 5 & =

ALERTS

Delete
CREATED SEVERITY  NAME SOURCE BEVENTS  HOSTSUMMARY  INCIDENT ID.
05/15/202006:24:14pm 5: high number of deletior User Entity Behavior An.
User Entity Behavior An.

TimE RANGE @) cusrom oae Rance
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© 05/14/202007:2527pm 2 Stinarmal e day tim User Entity Behavor

] 05/14/202006:24:32pm b e action operations  User Entity Behavior.

05/14/202006:24:32 pm hig eletions User Entity Behavior

CoOoOOoO0O0OoOoO0O0 32

05/14/202005:24:14 pm b s User Entity Behavior
05/14/202005:24:14pm 0 hid 5 cessful fle action cperations  User Entity Behavior.
05/14/202004:24:42pm b or User Entity Behavior An_ 3
05/14/202004:24:42pm b = UserEntityBehaviorAn_ 30
05/12/202012:24:31 pm 9 b User Entity Behavior An.
05/12/202012:24:31 pm high number of successful file action operatior User Entity Behavior An.
05/11/202001:24:06 pm 82 [ f i f o User Entity Behavior An.
05/11/202001:24:06 pm 2 [ £ inct fi ttemy User Entity Behavior An
05/11/2020 high sccessful f n t User Entity Behavior An
05/11/2020 high inct fi d attemy User Entity Behavior An
05/11/202011:23223m high inct fi ttemy User Entity Behavior An

05/11/202011:23223m high sccessful file action operatio User Entity Behavior An.

If you click the link, it takes you to the Incident Details view for that incident, where you can update
information, such as changing Priority to high or assigning the incident to another user. The
following figure shows the Incident Details view Overview panel for the new incident.

Investigate - Hacking

OVERVIEW INDICATC FIND RELATED

05/21/202007-

admin

User Entity Behavior Analytics

Hacking: Use of stolen creds

2 Indicator(s), 120 Event(s)
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Add Alerts to an Incident

Note: This option is available in NetWitness Version 11.1 and later.

If you have alerts that fit a particular existing incident, you do not have to create a new incident. Instead,
you can add alerts to that incident from the Alerts List view. The alerts that you select cannot be part of

another incident.

1. Go to Respond > Alerts.

2. In the Alerts List, select one or more alerts that you want to add to an incident, and click Add to

Incident.

Note: Selecting alerts that do not have incident IDs enables the Add to Incident button. If the alert
is already part of an incident, the button is disabled. You can filter alerts that are not part of an
incident by selecting the option Part of Incident as No in the Filters panel.

NETWITNESS

NCIDENTS ALERTS

SAVED FILTERS

TIME RANGE @) custom oaTe RanGE

All Data

Respond

Createlncident || Addto

o
[s]
o
[s]
o
[s]
o
[s]
o
o
o
o
o
a
o

CREATED

05/15/2020 06:24:14 pm

05/15/202006:24:14 pm

05/15/202005:24:10 pm

05/15/202005:24:10 pm

05/14/202007:25:27 pm

05/14/202007:25:27 pm

05/14/202007:25:27 pm

05/14/202006:24:32 pm

05/14/202006:24:32 pm

05/14/202005:24:14 pm

05/14/202005:24:14 pm

05/14/202004:24:42 pm

05/14/202004:24:42 pm

05/12/2020 12:24:31 pm

05/12/202012:24:31 pm

05/11/202001:24:06 pm

05/11/202001:24:06 pm

05/11/2020 12:23:37 pm

05/11/2020 12:23:37 pm

05/11/2020 1 2am

05/11/2020 11:23:22am

ident Delete

U SEVERITY

NAME

SOURCE

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

B EVENTS

User Entity Behavior Analytics 30

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics 30

User Entity Behavior Analytics

Showing 1000 out of 8686 items | 2 selected

HOST SUMMARY

INCIDENT 1D
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3. In the Add to Incident dialog, type at least three characters in the Search field to search for the
incident by Name or Incident ID.
Add to Incident

CREATED ASSIGNEE

4. In the results list, select the incident that will receive the selected alerts and click OK.

Add to Incident

NAME CREATED L ASSIGNEE

Investigate - Hacking 05/21: Analyst2

The selected alert or alerts are now part of the selected incident and will have that incident ID.
NETWITNESS vestigate Respond

ALERTS

CREATED SOURCE BEVENTS  HOSTSUMMARY  INCIDENTID

05/15/202006:24:14 pm u f deletior User Entity Behavior Analytics 60

@ o R 05/15/202006:24:14pm h 5 User Entity Behavior Analytics 60
05/15/20200524:10pm umber of successful file ad eratio User Entity Behavior Analytics
05/15/202005:24:10pm b User Entity Behavior Analytics
05/14/202007:25:27 pm hig 0 User Entity Behavior Analytics
05/14/202007:25:27 pm h number of su e action opers User Entity Behavior Analytics
05/14/202007:25:27 pm a f User Entity Behavior Analytics
05/14/202006:24:32 pm umber of successful file acf eratio User Entity Behavior Analytics
05/14/202006:24:32pm high ; n User Entity Behavior Analytics
05/14/202005:24:14pm gh number of de User Entity Behavior Analytics
05/14/202005:24:14 pm high  of su e action operat User Entity Behavior Analytics
05/14/202004:24:42pm hig n User Entity Behavior Analytics
05/14/202004:24:42 pm umber of suc e action opers User Entity Behavior Analytics
05/12/202012:24:31pm h User Entity Behavior Analytics
05/12/202012:24:31 pm umber of successtul file ad eca User Entity Behavior Analytics
05/11/202001:2406 pm 8: h User Entity Behavior Analytics
05/11/202001:24:06 pm high  ope o User Entity Behavior Analytics
05/11/202012:23:37 pm high number of su e action opera User Entity Behavior Analytics
05/11/202012:23:37 pm hi User Entity Behavior Analytics
05/11/202011:2322am umber of distinct ed attempts User Entity Behavior Analytics

05/11/202011:23:22am 8 hi User Entity Behavior Analytics

Showing 1000 out of 8686 items | 2 selected
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Delete Alerts

Users with the appropriate permissions, such as Administrators and Data Privacy Officers, can delete
alerts. This procedure is helpful when you want to remove unnecessary or non-relevant alerts. Deleting
these alerts frees up disk space.

1. Go to Respond > Alerts.
The Alerts List view displays a list of all NetWitness alerts.

2. In the Alerts list, select the alerts that you want to delete and click Delete.

NETWITNESS vestigate Respond Users sts e ashboar d
Delete
creaTED o SEVERITY  NAME source SEVENTS  HOSTSUMMARY  INCIDENTID
05/15/2020 06:24:14pm S5 high number of deletions User Entity Behavior Analytics

05/15/202006:24:14 pm 5 h number of successful file action operat User Entity Behavior Analytics

@) custom baTe RANGE

User Entity Behavior Analytics

User Entity Behavior Analytics

for Analytics 3

05/14/20200: i ul fle User Entity Behavior Analytics 3

05/14/202007:25:27 pm 2 User Entity Behavior Analytics

05/14/202006:24:32 pm 0 high ction op User Entity Behavior Analytics

05/14/202006:24:32 pm 0 b User Entity Behavior Analytics

05/14/202005:24:14 pm 0 high nurt s User Entity Behavior Analytics

05/14/202005:24-14pm 0 h u ction operat User Entity Behavior Analytics

05/14/202004:24:42 pm 5 er o deletion User Entity Behavior Analytics

User Entity Behavior Analytics 3

User Entity Behavior Analytics

05/12/202012:24:31 pm i s User Entity Behavior Analytics 60

05/11/202001:24:06pm 82 User Entity Behavior Analytics 30

05/11/202001:24:06 pm high n tin User Entity Behavior Analytics 30

05/11/202012:233 0 s User Entity Behavior Analytics

05/11/202012:233 0 high n open 2t User Entity Behavior Analytics

User Entity Behavior Analytics

User Entity Behavior Analytics 3

Showing 1000 out of 8686 items | 4 selected

If you do not have permission to delete alerts, you will not see the Delete button.

3. Confirm that you want to delete the alerts and click OK.
Confirm Delete

Deleting an alert will:

+ Remove it from any incidents it is part of
+ Delete the incident if all the alerts in that incident are deleted
+ Reset the Alert Names filter if all the alerts of that name are deleted

Are you sure youwant to delete 4 record(s)? Once applied, this deletion cannot be reversed.

The alerts are deleted from NetWitness. If a deleted alert is the only alert in an incident, the incident
is also deleted. If the deleted alert is not the only alert in an incident, the incident is updated to reflect
the deletion.
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Whitelist Endpoint Alerts

The Whitelist Alert feature allows you to whitelist the unwanted and recurring non-suspicious Endpoint
alerts triggered in the Respond > Alerts view. With this feature, you can select entities such as File,
User, and Host and define the Whitelist condition to avoid triggering unwanted alerts for the required
entities. Administrators can permanently delete the existing alerts matched with the Whitelist condition
by enabling the Config in the Services > Respond Server > Explore view.

Note: By default, the Config is disabled in the Services > Respond Server > Explore view (the
alert-cleanup-enabled parameter is set to false). To enable the config, you must set the alert-
cleanup-enabled parameter to true in Services > Respond Server > Explore view. Refer to the
following figures.

HOSTS SERVICES EVENT SOURCES ENDPOINT SOURCES HEALTH & WELLNESS SYSTEM SECURITY

& Change Service | Adminserver - Respond Server | Explore

Irsalrespond/dataretention Adminserver - Respond Server

Z Adminserver - Respo...

alert-cleanup-enabled false
B[ metrics - N I}
enabled false Enable the config to permanently delete all alerts matchi
DJmigration execution-hour 0

HOSTS SERVICES EVENT SOURCES ENDPOINT SOURCES HEALTH & WELLNESS

- Change Service |  Adminserver - Respond Server | Explore

=Adminserver - Respo... frsalrespond/dataretenticn Adminserver - Respond Server

alert-cleanup-enabled true

Note:

- When you enable the config, the existing alerts matched with the Whitelist condition still continue to
exist over a period of time before they are permanently deleted. Once deleted, the alerts cannot be
reversed to the selected entities.

- You can select only one alert at a time for whitelisting.

To whitelist an Endpoint alert
1. Go to Respond > Alerts.

The Alerts view is displayed.

ALERTS

@ Delete i More Actions
O CREATED L SEVERITY  NAME # EVENTS HOST SUMMARY INCIDENT ID PERSISTED S

Endpointl

Endp:

@) cusrom baTE RANGE

Last Hour

2. Select an alert and click More Actions > Whitelist Alert.

3. Enter the name of the Whitelist and select the required entities.
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Select the required entities

File
FILE NAME :
CHECKSUM : 3b99b21fabel10e7b5887db292a9363d3f895802d...

O Host
HOST NAME :

O User
USER NAME :

COMMENTS

‘ Cancel ‘

4. Specify the reason for whitelisting in the Comments section.

5. Click Whitelist.
The Confirm Whitelist confirmation dialog is displayed.
6. Click Confirm Whitelist.

Use Case: Unwanted Endpoint Alerts Triggering in the

Respond service

John, an analyst, logs in to the NetWitness Platform and clicks Respond > Alerts. While investigating
the alerts in the Respond Alerts view, John notices that a few alerts displayed in the UI are not
suspicious. Analyst selects a non-suspicious alert and clicks the Whitelist Alert tab under More Actions
in the toolbar. Once the Alert Whitelisting confirmation window is displayed, John performs the
following:

o Enters the name of the Whitelist.
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 Selects the entities File and Host to stop triggering the new matching alerts for the particular file
xxxx.smp and the host Windows.

Select the required entities

File
FILE NAME :
CHECKSUM : 8dcf2el163e8ce97c04eca2e9dec983%e81f9e5bla..

Host
HOST NAME :

User
USER NAME :

COMMENTS

Cancel

o Specifies the reason for whitelisting the alert in the Comments section and clicks Whitelist.

e Once the Confirm Whitelist confirmation window is displayed, John clicks Confirm Whitelist.

After whitelisting the selected alert, John selects another non-suspicious alert in the Respond Alerts view
for whitelisting. This time, John enables the config in the Services > Respond Server > Explore view to
permanently delete the existing alerts matched with the Whitelist condition. Later, John selects the
entities User, Host, and File in the Alert Whitelisting confirmation window to stop triggering the new
matching alerts for the selected entities.

Note: Upon enabling the config and then whitelisting the alert for the selected entities User, Host, and
File, John finds that the risk score of the entities File and Host is affected. This is due to the
permanent deletion of the existing alerts matched with the Whitelist condition after enabling the

config.
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Delete the Whitelists

You can delete the Whitelists to start receiving the new matched alerts for the selected entities in the
Respond > Alerts view. Once you delete the selected Whitelist, the new matching alerts are triggered
only for the selected entities.

To delete the Whitelists

1. Go to Respond > Whitelists.

The Whitelists view is displayed.

2. Select the Whitelist and click Delete.
The confirmation window is displayed.
3. Click Delete Whitelist.
The Whitelist is deleted.

Note:

- When you delete the Whitelists, only the new matching alerts are triggered. The whitelisted old alerts
cannot be recovered for the selected entities.

- Analysts must have one of the following permissions to view the Whitelists tab in the Respond
view:

- respond-server.alert.delete

- respond-server.alert.read

- respond-server.alert.manage

- respond-server.alertrule.manage

- respond-server.alertrule.read

- Analysts must have the respond-server.alert.read permission to view the whitelists in Respond >
Whitelists view and respond-server.alert.manage permission to delete the Whitelists.

Toolbar Actions

The table below lists the toolbar actions available in the Whitelists List view.

N

Select this option and access the Filters panel to filter the required
Whitelists.

- Select this option to delete the selected Whitelist.
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Whitelists List View

The Whitelists List view displays the list of all the Endpoint and Insight Whitelists with the Rule Name,
Creation Date, and the Summary associated with the respective Whitelisted Endpoint and Insight Alerts.
The view consists of a Filters panel and the Whitelists List.

Whitelists List

The Whitelists List displays all the Endpoint and Insight Whitelists in the NetWitness Platform. You can
filter this list to view only the Whitelists of interest.

The following table describes the columns in the Whitelists List.

Whitelist Name Displays the name of the Whitelist you provided during the whitelisting
of the selected alert.

Rule Name Displays the rule name associated with the whitelisted alert.

Summary Displays the details of the entities selected during the whitelisting of
the selected alert. For Example: File name: cmd.exe, Host name:
win34.

Comment Displays the comment added during the whitelisting of the selected
alert.

Created Date Displays the Whitelist creation date and time.

Created By Displays the name of the user who created the Whitelist.

Alerts Matched Displays the number of new matching alerts that are not triggered for

the selected entities in the Respond > Alerts view after whitelisting the
selected alert.

Filters Panel

You can filter the Whitelists based on the following parameters.

o Time Range

o Whitelist Name

e Rule Name

o User who created the Whitelists

o Summary associated with the Whitelists

The following table lists all the fields displayed in the Whitelists List view Filters panel.
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R

Time Range Allows you to select the required time duration and view the Whitelists
created in the time duration selected.

Note: Turn On the Custom Date Range Toggle to select a custom
date range of your choice.

Whitelist Name Allows you to enter the name of required Whitelist.

Rule Name Allows you to enter the name of the rule associated with the Whitelists
created.

Summary Allows you to enter the complete value or a part of the value associated
with the required Whitelist. For example: cmd.exe or win34 or
analystl.

Created By Allows you to filter the Whitelists on the basis of the user who created
them.
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WHITELISTS

CUSTOM DATE RANGE
TIME RANGE

All Data

WHITELIST NAME

Equals

RULE NAME

Equals

SUMMARY

Contains

CREATED BY

Click Reset to remove the filters applied.
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Schedule Report Dialog from Respond View

The Schedule Report dialog enables you to create a schedule for the report. Reports can be scheduled
hourly, daily, weekly, or monthly. In order to schedule a report at a specific time or on a daily, weekly,
or monthly basis, you must configure the scheduling options on the Schedule report dialog.

To access this dialog, Go to the Respond > Incidents view, add a query on the query search bar > B >
Schedule Report from the toolbar.

What do you want to do?

T T R

Administrator / Schedule Report Generate Reports from Respond View
Analysts

Quick Look - Schedule Report Dialog

This is an example of the Schedule Report Dialog.
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REPORT HAME

Report on Incidents - 2023-04-03 08-23-02

LIMIT

Hours AR :
Use relative time calculation

- Email Qutput Action

The following table describes the fields in the Schedule Report Dialog view.

Report Specifies a name to identify the panel. For example, Report on Incident - 2023-04-25
Name 10-18-26. You can provide a name that clearly identifies the nature of events that will
be added to this report.
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e Jowmn

Run

ON

Use relative
time
calculation

Email
Output
Action

Create

Cancel

Time interval to use for running the scheduled job:

Later: Runs on specific date and time.

o Hourly: Runs on a designated repeating interval. For example, if you schedule the
report for 50 minutes, for every 50th minute, the report will be prepared.

Note: A maximum of only 59 minutes can be selected.

o Daily: Runs daily at a designated time. For example, if you schedule the report at
04:25, the report will be prepared at 04:25 AM every day.

* Monthly: Runs on a monthly basis at a designated time and day of the month. For
example, select 25 for the 25th day of the month. The report will be prepared on the
25th month of every month.

Note: During the monthly report generation process, a message will appear if the
day is greater than 28. This will notify the user that the report will be scheduled for
the month containing that day.

Set the frequency, duration, and time for running the report:

o Past: You can schedule the report based on Hours, Days, Weeks, Months, and
Years.

« Range(specific): You can schedule the report for a specific date and time range.

Note: This field appears only if you select Later in the Run field.

o Range(generic): You can schedule the report for a generic date and time.

Note: This field appears only if you select Later, Daily, Weekly, and Monthly in
the Run field.

The Use relative time calculation option is enabled by default, and it uses the relative
time duration to schedule a report.

For example, if you schedule a report to run over the past 1 hour —1h for the relative
time, the time is exactly 1 hour from when the report is run. If the current time is 3
P.M., the events that occurred in the past 60 minutes or between 2 P.M. and 3 P.M.
today.

Specify email addresses to send the report to, separated by commas.

Creates the report and closes the dialog. A message confirms that the report was
scheduled successfully.

Closes the dialog without applying changes.
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Review Endpoint Alerts using Process Tree

From version 12.0.0.0 and higher, the Alert details page for Endpoint alerts will show a process tree
along with the details of Summary, Event details, Process details, etc.

After you filter the Endpoint alerts in the Alerts List view, you can go to the Alert Details view for more
detailed information on the Endpoint alerts, to determine the action required. An alert contains one or
more events. In the Alert Details view for Endpoint alerts, you can view the alert details in the form of a
process tree and additional event details, process details and much more on the right panel. The
following figure shows an example of the Alert Details view for Endpoint alerts.

NETWITNESS Investigate Respond Users Hosts
< (%0) Runs Blacklisted File

INCIDENT ID CREATED HOSTNAME
06

EVENT TIME SUMMARY TARGET PARAM

06/16/202207:30:22.000pm  wsqmeons. exe created process schtas..  schtasks.exe/delete /f/TN "Microsoft\...

Process Tree Viewer

( o) wininitexe

™

) services.exe

D)
\—’ 400 svchostexe
L» 400 wsqmcons exe
\——0 400 schtasks.exe

USER SOURCE

admin v

X

Details

B Investigate Timeline

Summary

NT AUTHORITY\SYSTEM

WSQmCons . exe created process schtasks.exe

v Event Details

) pm 18 hours ago

The process tree on the Alert Details view provides a complete picture about where the
suspicious/malicious file originated including the path in the form of a process tree.

NETWITNESS Investigate  Respond Users Hosts

< (90) Runs Blacklisted File

INCIDENT ID CREATED HOSTNAME

EVENT TIME SUMMARY TARGET PARAM

06/16/202207:30:22000pm  wsamecons .exe created process schtas..  schiasks.exe /delete /f /TN "Microsoft\...

Process Tree Viewer

~
U) ‘wininit exe

L+ 400 svchost exe
L—» 400 wsqmcons exe
L} 400 schtasks exe

USER SOURCE -
Details

¥ Investigate Timeline 3

Summary 4

NT AUTHORITY\SYSTEM

chrome.exe renamed 61518669-d942-473b-9aad-
1dcdb658e28e . tmp to Unconfirmed
298296 . crdownload

Event Details

Process Details

Origin

v Exists on Hosts (1)

5
6
Network Connections 7
8
9

HOST RISK SCORE

100
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The Details panel on the right has more information for an alert than the Overview panel in the Alerts
List view.

100 wsqmcons.exe
- The file that caused the alert is outlined in red.

100 =vchost.exe

- Selected file is outlined in blue.

H

- The file that caused the alert, and it is outlined in red. If you click on this file, the red outline
will become blue to show it is selected.

- The file from which the suspicious/malicious file is originated.

- Investigate Timeline takes to the Investigate view for the selected alert.

- Summary shows a short description of the event.

E0EE

- Event Details section provided a detailed information about the event that includes the Event
ime, Target Filename, Tactic, Technique, Target User etc.

—

- Process Details section shows the Directory where the file is stored besides User name, Hash
alue, Risk score, Signature etc.

<

=

- Network Connections shows any network connection the selected file established since ten
minutes before and till ten minutes after the alert triggered time. For example, if the alert was triggered
at 16:00 hours, the network connections(if any)established by the selected file from 15:50 hours to 16:10
hours will be shown.

- Origin section shows how the selected file originated in the host.

- Exists on Hosts shows the list of hosts(with risk score) the selected file exists.

Process Details Section Values

N R

Tactic Shows the tactic, as per execution
MITRE ATT&CK frame
work, this attempt falls
under.
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N R

Techniqu
e

Event
Time

Target
Filename

Target
Comman
d Line

Target
Directory

Target
User

Target
Hash

Shows the technique, as
per

MITRE ATT&CK frame
work, this attempt falls
under.

Shows the event occurred
time.

Shows the name of file
that is targeted. You can
also view it in the process
tree, next to the file that
caused the alert.

e o et

Shows the targeted
directory.

Shows the user name
through which the
attempt was made.

masquerading

06/22/2022 10:14:28.000 am 8 hours ago

Unconfirmed 298296.crdownload

C:\Users\Administrator\Downloads\

Whexxxxx\Administrator

Shows the hash value of  f214c48dcildaxxxx41d327c6bed1b52xxxx492573d85a305d818

the selected file.

3eaa0222cc96

Event Details Section Values

Value

File name

Command
Line

Directory

User

Description Example

Shows the iexplore.exe

selected file
name with
extension

Shows the IEXPLORE.EXE

command
line name for
the selected
file

Shows the C:\Program Files\Internet Explorer|

location of
the selected
file

Shows the Whexxxxx\Administrator

user name

187

Review Endpoint Alerts using Process Tree



NetWitness Respond User Guide

Hash Shows the f214c48dcldaxxxx41d327c6bed1b52xxxx492573d85a305d8183eaa0222¢
hash value of 96
the selected
file

Risk Score  Risk score of 100
the selected
file

Signature Shows microsoft,signed,valid
whether the
selected file
is signed or

not
Reputation ~ Shows the Suspicious
Status reputation of

a file hash

File Status  Shows the Blacklist
file status for
the selected
file

Note: The process tree will be invisible if you drag it to the right end of the screen. Refresh the page
to reload the process tree.
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ESA Primary Disaster Recovery

NetWitness Platform allows Administrators to perform ESA DR failover in the event of a disaster or
unplanned outage of the original active ESA Primary node. You can set up an ESA Primary StandBy
Node and make it an active ESA Primary node during the failover process. For more information on how
to perform the ESA DR failover, see NetWitness Deployment Guide for 12.4.1.
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NetWitness Respond Reference Information

The Respond view user interface provides access to NetWitness Respond functions. This topic contains

descriptions of the user interfaces as well as other reference information to help users understand the

functions of NetWitness Respond.

Topics

Incidents List View

Incident Details View

Alerts List View

Alert Details View

Tasks List View

Whitelists List View
Add/Remove from List Dialog

Context Lookup Panel - Respond View

NetWitness Respond Reference Information
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Incidents List View

The Incidents List view (Respond > Incidents) shows Incident Responders and other Analysts a
prioritized results list of incidents created from various sources. For example, your results list could
show incidents created from ESA rules or NetWitness Endpoint. From the Incidents List view, you have
easy access to the information that you need to quickly triage and manage incidents through completion.

Workflow

This workflow shows the high-level process that Incident Responders use to respond to incidents in
NetWitness.

You are here |

| Review Prioritized Determine which Investigate the Escal?te or
Remediate the

Incidents Require Incident
. nciden .
Action Incident

Incident List

In the Incidents List view, you can review the list of prioritized incidents, which shows basic information
about each incident. You can also change the assignee, priority, and status of the incidents. Because the
results can be large in the incidents list, you have the option to filter those incidents by time range,
incident ID, custom date range, priority, status, assignee, and categories.
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What do you want to do?

Incident Responders, View prioritized incidents* Review Prioritized

Analysts, and SOC Incident List

Manager

Incident Responders, Filter and sort the incident list* Filter the Incident List

Analysts, and SOC

Manager

Incident Responders, View my incidents™* View My Incidents

Analysts

Incident Responders, Assign incidents to myself* Assign Incidents to

Analysts Myself

Incident Responders, Find Incidents* Find an Incident

Analysts, and SOC

Manager

Incident Responders, Send an incident to Archer Cyber Incident & Escalate or Remediate

Analysts, and SOC Breach Response or update an incident.* the Incident

Manager

Incident Responders, View incident details. Determine which

Analysts Incidents Require
Action

Incident Responders, Further Investigate an incident. Investigate the Incident

Analysts

Incident Responders, Create a task. Escalate or Remediate

Analysts, and SOC the Incident

Manager

*You can complete these tasks here (that is, in the Incidents List view).

Related Topics

¢ Incident Details View

e Responding to Incidents

Quick Look

The following example shows the initial Incidents List view with the Filter panel. You can open the
Overview panel for an incident by clicking an incident in the Incident List.
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NETWITHESS

£ caano

Filters Panel

Incidents List
Overview Panel
You can go directly to the Incident Details view from the Incidents List by clicking the hyperlinked ID

or NAME. The Overview panel is also available in the Incident Details view. For more information
about the Incidents Details view, see Incident Details View.

Incidents List View

To access the Incidents List view, go to Respond > Incidents. The Incidents List view displays a list of
all incidents. The Incidents List view consists of a Filters panel, an Incidents List, and an Incidents
Overview panel.

The following figure shows the Filter Panel on the left and the Incidents List on the right.
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NETWITNESS Respond i Dashboz admir

INCIDENTS

Change Priority H Change Status | ChangeAssignee || Delete | Retention Usage

O  creaTed PRIORITY & RISKSCORE  ID NAME sTatus ASSIGNEE ALERTS

05/05/202002:15:41pm cRmcAL 100 ] . New
05/05/202005:16:05am CRITICAL Threshe New
TiME RA @) custompATE RANGE

Last 24 Hours 05/05/202005:15:04 am CRITICAL Task Requested
05/05/202005:14:34am CRITICAL
05/05/202004:28:04 am CRITICAL

iAo 05/05/202004:25:04 am CcRITICAL
O Low 4 5
3 05/05/202004:28:04 am CRITICAL
O Medium
05/05/202004:27:34 3m CRITICAL
05/05/202004:26:14am ImIcAL
STATUS

O New 05/05/202004:26:14am CRITICAL
O Assigned

05/05/202004:26:13am CRITICAL
O Task
O Task Complety 05/05/202004:20:04 am CRITICAL

05/05/202003:34:50 pm | rieH admin

05/05/202003:20:29 pm | rien

05/05/202002:20:26 pm | rien

05/05/202002:11:58 pm | rieH admin

CATEGORIES 05/05/202001:47:24 pm J rien adin

05/05/202001:20:20pm

05/05/202001:10:12pm admin

05/05/202012:30:21 pm admin

05/05/202012:20:10pm

Showing 692 out of 692 items | 1 selected

NETWITNESS v Respond
INCIDENTS
Change Priority | ChangeStatus | ChangeAssignee |  Delete Retention Usage ING-70
CREATED PRIORITY sTaTUs ASSIGNEE Threshold Breached for FILE yoga.dil
05/05/202002:15:41pm CRITICAL

overviEw
05/05/202005:16: cRmcAL i
TIME RANGE @) customoaTe manGe

05/03/202005:15:04m
Last 24 Hours 05/05/202005:15:04am CRITICAL Threshold Breached for FILE yogadil
NCIDENT 1D 05/05/202005:14:342m CRIMICAL

05/05/202004:28:042m CcRIcAL Risk Sc

Uity 05/05/202004:28:043m CcRITIcAL Priority
i
Medium

High Task Requested
il 05/05/202004:27:343m CcRIcAL
Critica

05/05/202004:28:04am CRITICAL

05/05/202004:26:143m cRimcaL
analyst

v /05/202004:26:14 am CcRImcAL

Assigned Risk Scoring.

05/05/202004:26:13am CcRIIcAL

Task Requ

Task Complete 05/05/202004:20042m CcRimcAL

Closed
05/05/202003:34:50pm HIGH
05/05/202003:2029pm
05/05/202002:20.26 pm
05/05/202002:11:58pm
05/05/202001:47-24pm
05/05/202001:2020pm
05/05/202001:10:12pm

05/05/202012:30:21pm

05/05/202012:20:10pm New

Showing 692 out of 692 items | 1selected

Incidents List

The Incidents List shows a list of all of the prioritized incidents. You can filter this list to show only
incidents of interest.

Created Shows the creation date of the incident.
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Priority Shows the incident priority. Priority can be Critical, High, Medium, or
Low.

The Priority is color coded, where red indicates a Critical incident,
orange represents a High risk incident, yellow indicates a Medium risk
incident, and green represents a Low risk incident. For example:

PRIORITY
CRITICAL
HIGH

| meDIUM

| Low

Risk Score Shows the incident risk score. The risk score indicates the risk of the
incident as calculated by an algorithm and is between 0-100. 100 is the
highest risk score.

ID Shows the automatically created incident number. Each incident is
assigned a unique number that you can use to track the incident.

Name Shows the incident name. The incident name is derived from the rule
used to trigger the incident. Click the link to go to the Incident Details
view for the selected incident.

Status Shows the incident status. The status can be: Reopen, New, Assigned,
In Progress, Task Requested, Task Complete, Closed, and Closed-False
Positive.

Assignee Shows the team member currently assigned to the incident.

Alerts Shows the number of alerts associated with the incident. An incident

may include many alerts. A large number of alerts might mean that you
are experiencing a large-scale attack.

MITRE Shows the particular Tactic associated with each Incident.
ATT&CK

. For example: Credential Access.
Tactics

For more information on MITRE ATT&CK Tactics, see Use MITRE
ATT&CK® Framework topic.

At the bottom of the list, you can see the number of incidents on the current page, the total number of
incidents, and the number of incidents selected. For example: Showing 1000 out of 2517 items | 2
selected. The maximum number of incidents that you can view at one time is 1,000.
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Incident Filters Panel

The following figure shows the filters available in the Filters panel.

@ ) CUSTOM DATE RANGE

All Data

Contains

] dium
] High
1 Critical

1 Closed - False Positive

The Filters panel, on the left of the Incidents List view, has options that you can use to filter the
incidents list. When you navigate away from the Filters panel, the Incidents List view retains your filter
selections.

oo v

Saved Filters  You can select a saved filter to filter the incident list. Saved filters are

global. You can save a filter for other analysts to use and you can use
any saved filter. Saved filters are also available for use on the
Springboard landing page. Filters used in the Springboard cannot be
deleted. (This option is available in NetWitness Platform 11.5 and
later.)

Time Range  You can select a specific time period from the Time Range drop-down
list. The time range is based on the received date of the alerts. For
example, if you select Last Hour, you can see alerts that were received
within the last 60 minutes.
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opten _Jomserptin

Custom Date  You can specify a specific date range instead of selecting a Time

Range Range option. To do this, click the white circle in front of Custom Date
Range to view the Start Date and End Date fields. Select the dates and
times from the calendar.

B custoMm DATE RANGE

01/11/2020 12:00:00 AM

4 JANUARY 2020 3
Sun Mon Twe Wed Thu

1 2

3

15 16

22

Incident ID Type the number of the incident that you would like to locate. For
example, for INC-1050, type only the number "1050" to view the

incident.
Incident Enter the exact name of the Incident or a part of it to filter the list of
Name required incidents. Select one of the following options to filter the list

of required Incidents:

o Contains: Select this option and enter the common term specified in
the Incident names (of the required Incidents) to obtain a list of
filtered Incidents in the Incidents List view.

o Equals: Select this option and enter the exact name of the required
Incident to obtain the filtered incident in the Incidents List view.

INCIDENT NAME

Contains

Equals

Contains

Priority Select the priorities that you would like to view.
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Status

Assignee

Categories

MITRE
ATT&CK
Tactics

MITRE
ATT&CK
Techniques

Sent
to Archer

Reset

Save

Save As

Select one or more incident statuses. For example, select Closed - False
Positive to view only false positive incidents, which were initially
identified as suspicious, but then they were later found to be safe.

Select the assignee or assignees of the incidents that you would like to
view. For example, if you only want to view the incidents assigned to
Cale or Stanley, select Cale and Stanley from the Assignee drop-down
list. If you want to view incidents regardless of the assignee, do not
make a selection under Assignee.

(Available in NetWitness Version 11.1 and later) To view only
unassigned incidents, select Show only unassigned incidents,

Select one or more categories from the drop-down list. For example, if
you only want to view incidents classified with the Backdoor or
Privilege abuse categories, select Backdoor and Privilege abuse.

Select the tactic associated with the incident.

Select the technique associated with the incident.

(In NetWitness Version 11.2 and later, if Archer is configured as a data
source in Context Hub, you can send incidents to Archer Cyber
Incident & Breach Response and this option will be available in
NetWitness Respond.) To view incidents that were sent to Archer,
select Yes. For incidents that were not sent to Archer, select No.

Removes your filter selections. If you reset filters on a saved filter, it
takes you to the default empty filter.

Saves the currently applied incidents filter or updates a saved filter. For
a new filter, choose a unique name that contains 1-256 alphanumeric
characters, underscores, or hyphens. (This option is available in
NetWitness Platform 11.5 and later.)

Saves the currently applied incidents filter for future use. Choose a
unique name that contains 1-256 alphanumeric characters, underscores,
or hyphens. (This option is available in NetWitness Platform 11.5 and
later.)

Incident Overview Panel

The Overview panel shows basic summary information about a selected incident. From the Incidents

List, you can click an incident to access the Overview panel. The Overview panel in the Incident Details
view contains the same information.
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OVERVIEW

Risk Score:

Priority:

Status: Closed

Assignee:

Sources: NetWitness Investigate

Categories:

Catalysts: 1 Indicator(s), 1 Event(s)

External ID:

Time To Acknowledge: 6ém 19s

Time To Detect: 1m 36s

7m 56s

The following table lists the fields displayed in the Incident Overview panel.

I

<Incident ID> Displays the Incident ID.
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Fad ——Jowerpion

Send to Archer / Sent
to Archer

<Incident Name>

Created
Rule / By

RiskScore

Priority

Status

Assignee

(In NetWitness Version 11.2 and later, if Archer is
configured as a data source in Context Hub, you can
escalate incidents to Archer Cyber Incident & Breach

Response and this option will be available in
NetWitness Respond.)

Shows whether the incident was sent to Archer Cyber

Incident & Breach Response:

¢ Send to Archer: The incident was not sent to
Archer. You can click the Send to Archer button to
send the incident to Archer Cyber Incident & Breach
Response for additional processing. This action is not
reversible.

Send to Archer

¢ Sent to Archer: The incident was sent to Archer
Cyber Incident & Breach Response for additional
analysis and action.

/N Sent to Archer

Displays the name of the incident. You can click the
incident name to change it. For example, rules can
create many incidents with the same name. You can
change the incident names to be more specific.

Shows the creation date and time of the incident.

Shows the name of the rule that created the incident or
the name of the person who created the incident.

Shows a value between 0 and 100 that indicates the risk
of the incident as calculated by an algorithm. 100 is the
highest risk score.

Shows the incident priority. Priority can be Critical,
High, Medium or Low. To change the priority, you can
click the Priority button and select a new priority from
the drop-down list.

Shows the incident status. The status can be Reopen,
New, Assigned, In Progress, Task Requested, Task
Complete, Closed, and Closed - False Positive. To
change the status, you can click the Status button and
select a new status from the drop-down list.

Shows the team member currently assigned to the
incident. To change the assignee you can click the
Assignee button and select a new assignee from the
drop-down list.

NetWitness Respond Reference Information

200



NetWitness Respond User Guide
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Sources

Categories

Catalysts

External ID

Time to
Acknowledge

Time to Detect

Time to Resolve

Persisted Status

MITRE ATT&CK
Tactics

MITRE ATT&CK
Techniques

Displays the data sources used to locate the suspicious
activity.

Displays the categories of the incident events.

Displays the count of indicators that gave rise to the
incident.

Allows storing the Incident ID referrals from a different
platform.

Note: Click Send to Archer to generate the External
ID. The ID generated is automatically stored as
External ID.

Displays the time taken to assign an Incident after
creating it.

Displays the time taken for completing the task after the
Incident is assigned.

Displays the time taken for closing the task after the
Incident is created.

Displays the persist status of the Incident. The status
can be Complete, Partial, or None (-).

Displays the tactic associated with the incident.

Displays the technique associated with the incident.

Toolbar Actions

This table lists the toolbar actions available in the Incidents List view.

o o

ﬁ Enables you to open the Filters panel so that you can specify the incidents that you
would like to see in the Incidents List.

H Closes the panel.

Change Allows you to change the Priority of one or more selected incidents in the Incidents

Priority button List.

Change Status  Allows you to change the Status of one or more selected incidents.
button
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Change
Assignee
button

Delete button

Retention
Usage button

Allows you to change the Assignee of one or more selected incidents.

Allows you to delete the selected incidents if you have the appropriate permissions,
such as an Administrator or Data Privacy Officer.

Allows an analyst to fetch all the stats of all the configured services and the
percentage used by the pinned cache directories.
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Incident Details View

In the Incident Details view (Respond > Incidents > click an ID or NAME hyperlink in the Incidents
List), you can view and access extensive incident details. The Incident Details view contains multiple
panels that provide the following benefits:

e Overview: View an incident summary and update the incident.

e Indicators: View the indicators (alerts) involved in the incident, the events within those alerts, and
available enrichment information. You can also access Event Analysis details for some events and
perform event reconnaissance.

e Related Indicators: View indicators (alerts) that are related to the incident and add them to the
incident if they are not associated with an incident.

e History: View all the actions performed by the user on any incident.

* Nodal Graph: Visualize the size and interactions between entities (IP address, MAC address, user,
host, domain, file name, or file hash).

e Events List: Study the events associated with the incident.
e Journal: Add notes and collaborate with other analysts.

e Tasks: Create incident tasks and track them to closure.

You can also filter the data in the Incident Details view to study indicators and entities of interest.

Workflow

This workflow shows the high-level process that Incident Responders use to respond to incidents in
NetWitness.

You are here

Determine which . Escalate or
Investigate the

Review Prioritized :

Incident List

|
|
|
Incidents Require k Remediate the |
. Incident .
Action Incident |

|

|

In the Incident Details view, you can use the extensive information provided about the incidents to
determine which incidents require action. You also have the tools and information to investigate the
incident, and then escalate or remediate it.
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What do you want to do?

Incident Responders,
Analysts, and SOC Manager

View prioritized incidents,
filter and sort the incident list,
find incidents, view my
incidents, and assign incidents
to myself.

Review Prioritized Incident List

Incident Responders, Analysts
Incident Responders, Analysts
Incident Responders, Analysts
Incident Responders, Analysts

(Additional permissions
required)

Incident Responders, Analysts

Incident Responders, Analysts

Incident Responders, Analysts

Incident Responders, Analysts

Incident Responders, Analysts

Incident Responders, Analysts

Incident Responders, Analysts

Incident Responders, Analysts

Incident Responders, Analysts

Incident Responders,
Analysts, and SOC Manager

View incident details.*

View alerts and enrichments.*

View events.*

View event analysis for an
event.*®

View a graph of the entities
involved in the events.*

Filter the incident data.*

View and add incident notes.*

View and create tasks.*

Add related alerts and add
them to the incident.*

View contextual information
about an incident from Context
Hub.*

Reduce false positives by
adding an entity to a whitelist.*

Pivot to NetWitness

Investigate.*

Pivot to NetWitness Endpoint.*

Send an incident to Archer
Cyber Incident & Breach
Response. *

View Incident Details

View the Indicators and
Enrichments

View and Study the Events

View Event Analysis Details for
Indicators

View and Study the Entities
Involved in the Events on the Nodal

Graph

Filter the Data in the Incident
Details View

View Incident Notes and Document
Steps Taken Outside of NetWitness

View the Tasks Associated with an
Incident and Create a Task

Find Related Indicators and Add
Related Indicators to the Incident

View Contextual Information

Add an Entity to a Whitelist

Pivot to the Investigate > Events
View

Pivot to NetWitness Endpoint Thick
Client

Send an Incident to Archer
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Incident Responders, Analysts Update or close an incident.* Update an Incident and Close an
Incident
Incident Responders, View all tasks. Escalate or Remediate the Incident

Analysts, and SOC Manager

Incident Responders, Bulk update incidents and Escalate or Remediate the Incident
Analysts, and SOC Manager  tasks.

*You can complete these tasks here (that is, in the Incident Details view).

Related Topics

Incidents List View

Determine which Incidents Require Action

Investigate the Incident

Escalate or Remediate the Incident
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Quick Look

The following example shows the locations of the Incident Details view panels.

and escaliting the breach.

replacoment.
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INC-4393960 & Nodal Graph = Events List

High Risk Alerts: Reporting Engine for
10.10.30.91,10.10.30.98,10.100.161.42,10...

10

OVERVIEW INDICATORS (1) FIND RELATED HISTORY

PSR_admin 04/18/2022 09:08:14 am
Changed priority from Critical to High

PSR_admin 04/18/2022 09:08:09 am
tatus from Assigned to In Progress

PSR_admin 04/18/2022 09:08:00 am
Cha ignee from Admin to PSR_admin

PSR_admin 04/18/2022 09:07:55 am
Changed status from New to Assigned

PSR_admin 04/18/2022 09:07:55 am
ssignee from Unassigned to Admin

System 04/18/2022 09:05:12 am
Created INC-4393960

Overview (Click the Overview tab to view the Overview panel.)
Indicators Panel
Related Indicators Panel (Click the Find Related tab to view it.)

Nodal Graph
Events List (Click the top of an event in the Events List to view event details.)

n Journal Panel

Tasks Panel (Click the Tasks tab to view it.)

n Events (Click an event type hyperlink in the Indicators panel, such as Network, to view the
Events view from Investigate for a specific indicator event.)

n UEBA (Click a User Entity Behavior Analytics hyperlink in the Indicators panel to view UEBA.)

History Panel

Note: Your Incident Details view may not look like these diagrams because the layout changed in
NetWitness 11.3.2 and later versions.

The Related tab is renamed as the Find Related tab and is located on the left-side panel.

The journal is open by default on the right-side panel. When the journal is closed, the Journal & Tasks
button enables easy access to notes and tasks.

Overview Panel

The Overview panel shows basic summary information about a selected incident. It also allows you to
change the incident name and update the incident priority, status, and assignee. The Overview panel in
the Incidents List view contains the same information. The Incidents List view Incident Overview Panel
topic provides details.

To view the Overview panel in the Incident Details view, click the Overview tab in the left panel.
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Risk Score:

Priority:

Status:

Assignee:

Sources:

Categories:

Catalysts:

External ID:

Time To Acknowledge:

Time To Detect:

OVERVIEW

Closed

NetWitness Investigate

1 Indicator(s), 1 Event(s)

6m 19s

1m 36s

7m 56s
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Indicators Panel

The Indicators panel contains a chronological listing of indicators. /ndicators are alerts, such as an ESA
alert or a NetWitness Endpoint alert. (This is different than a timeline, which provides a visual
representation of the timing of the events in the incident). This listing helps you to connect indicators and
notable data. For example, an IP address connected to a command and communication ESA alert might
also have triggered a NetWitness Endpoint alert or other suspicious activities.

To view the Indicators panel, in the left panel of the Incident Details view, click the Indicators tab.

INC-1847
DMS Amplification

OVERVIEW INDICATORS (8) FIND RELATED

11:01:19 am

11:01:19 am

11:01:1% am

Data source information is shown below the names of the indicators. You can also see the creation date
and time of the indicator and the number of events in the indicator. In the Indicators panel, you can drill
deeper into the events associated with the listed indicators to get a better understanding of the events.

Note: The maximum number of indicators (alerts) displayed in the Indicators panel is 1,000.
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Related Indicators Panel

The Related Indicators panel enables you to search the NetWitness alerts database to find alerts that are
related to this incident. You can add alerts that you find to the incident if they are not already associated
with an incident.

To view the Related Indicators panel, in the left panel of the Incident Details view, click the Find
Related tab.

INC-1847
DMS Amplification

OVERVIEW INDICATC ) FIND RELATED

Related Indicators

and click the Find bu other indica

100.100.0.00

When: All Data

Indicators for: IP: 100.100.0.0

All Data

Event Stream Analysis 07/20/2020 12-01-20 am
DMS Amplification
1 event

Part of Incident:

Event Stream Analysis 0 20 12:01-20 am
DNS Amplification
1 event

Part of Incident:

Event 5tream Analysis 07/20/2020 11:01:19 am
DMNS Amplification
1 event pen

Event Stream Analysis 07/20/2020 11:01:19 am
DMS Amplification

1 event

The following table describes the fields in the search section at the top of the panel.
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Find Select the entity that you would like to locate in the alerts. For example, IP.

Value Type the value of the entity. For example, type the actual IP address of the entity.
When Select a time range to search for the alerts. For example, Last 24 hours.

Find Initiates the search. A list of related indicators appear below the Find button in the
button Indicators for section.

The following table describes the options in the Indicators for (results) section at the bottom of the
panel.

oo

Indicators For: Shows the search results.

Open in new window  Shows alert details for the indicator.
link

Add To Incident button Adds the related indicator to the incident. The related indicator adds to the
Indicators panel.

Part Of This Incident = Shows that the indicator is already part of the incident.
button

History Panel

The History panel displays every action performed by the user on an incident. The various actions
performed on an incident are as shown below

o Incident Assignee Change
 Incident Status Change
 Incident Priority Change

¢ Incident Creation

Every time a user performs an action on an incident, the date and time also gets recorded and is
displayed in the panel. Consider the following example
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INC-4393960

High Risk Alerts: Reporting Engine for
10.10.30.91,10.10.30.98,10.100.161.42,10...

OVERVIEW INDICATORS (1) FIND RELATED HISTORY

PSR_admin 04/18/2022 09:08:14 am
Changed priority from Critical to High

®

PSR_admin 04/18/2022 09:08:09 am
Changed status from Assigned to In Progress

PSR_admin 04/18/2022 09:08:00 am
Changed assignee from Admin to PSR_admin

PSR_admin 04/18/2022 09:07:55 am
Changed status from New to Assigned

PSR_admin 04/18/2022 09:07:55 am
Changed assignee from Unassigned to Admin

System 04/18/2022 09:05:12 am
Created INC-4393960

The different actions performed by the user are described below

o In this example, the Incident INC-4393960 was created by the user (System) on 18/04/2022 at
09:05:12 am.

System 04/18/2022 09:05:12 am

7 Created INC-4393960

» After the incident creation, PSR_admin assigned the incident to Admin on 18/04/2022 at 09:07:55 am.
Hence, the status of the incident is changed from New to Assigned.

PSR_admin 04/18/2022 09:07:55 am

Changed assignee from Unassigned to Admin
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PSR_admin 04/18/2022 09:07:55 am

Changed status from New to Assigned

o Later, PSR admin changed the Incident assignee from Admin to PSR _admin on 18/04/2022 at
09:08:00 am.

PSR_admin 04/18/2022 09:08:00 am
Changed assignee from Admin to PSR_admin

o After changing the assignee, PSR _admin changed the Incident status from Assigned to In Progress on
18/04/2022 at 09:08:09 am.

PSR_admin 04/18/2022 09:08:09 am
Changed status from Assigned to In Progress

o Later, the Incident priority was changed from Critical to High on 18/04/2022 at 09:08:14 am by PSR _
admin.

PSR_admin 04/18/2022 09:08:14 am

Changed priority from Critical to High
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Events

You can perform an event analysis from the Indicators panel. Event counts preceded by an EA (event

analysis) icon have event reconnaissance information available: . You can select an event
type hyperlink, such as Network, to access the Events panel for the selected event.

In the Events panel, you can view raw events and metadata with interactive features that enhance your
ability to find meaningful patterns in the data. You can examine network, log, and endpoint events. The
Events panel in the Respond view shows the Events view from Investigate for specific indicator events.
For detailed information about the Events view, see the NetWitness Investigate User Guide.

Events @ X

Network Event Details Packet BEe oo

Download PCAP @) common e parrerns (@ sHavE svres (@) DISPLAY PAYLOADS ONLY

SERVICE FIRST PACKET TIME LAST PACKET TIME
80 07/21/2020 12:00:06 am 07/21/2020 12:00:06 am

!
:80

CALCULATED PACKET SIZE CALCULATED PAYLOAD SIZE CALCULATED PACKET COUNT
18

1754 bytes 698 bytes

= Meta
v Packet1 0 ¥ 35 s
000600 6 5 - - - - € Sequence >
000016 34 9 . .o . . -
000832 e 67 A A ~
o004 2 a 12 o0 . .
000064 .- 11341387
Tme
07/21/2020 12:00:06 am

V' Packet2 o ¥ 13 SEQ 15 35 es =

000000 2560

000016
200832
000843
200864 == PAYLOAD
1396

DID
decoder-

MEDIUM

v Packet4

900000
000016
200032

Note: Migrated incidents from NetWitness versions before 11.2 will not show the Events panel in the
Respond Incident Details view Indicators panel. Likewise, if you use alerts that were migrated from
versions before 11.2 to create incidents in 11.5, you will also not be able to view the Events panel in
the Respond view for those incidents.
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User Entity Behavior Analytics

NetWitness UEBA (User and Entity Behavior Analytics) is an advanced analytics solution for
discovering, investigating, and monitoring risky behaviors across all users and entities in your network
environment. You can access UEBA from the Respond Incident Details view Indicators panel. Indicators
with a User Entity Behavior Analytics hyperlink have additional UEBA information available. For
detailed information about UEBA, see the NetWitness UEBA User Guide.

NETWITNESS
® X

User Ent ics for
df000000-c000-00f4-0000-
100cd00bc00a

< Entity Behavior 12/11/2019040000pm
100 high_number_of bytes_sent_by_src_ip_to_dst_port... BytesSent from IP to Port (Last 30 Days)

30Nov0B00  01Dec08:00 02Dec08:00 03Dec08:00 04Dec03:00  05Dec08:00 06Dec08:00  07Dec08:00 08Dec0B:00  09Dec0B:00  10Dec08:00  11Dec08:00

This SSL Subject Al SSL Subjects

1db00ddb1c14. 19
1db00dd6b1c1a.. 10155 2013411661

1db00dd6b1cta.. 10155 3990870196
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Nodal Graph

The nodal graph is an interactive graph that shows the entities involved in the incident
represented by an IP address, MAC address, user, host, domain, file name, or file hash.

. An Entity is

11114 1-11:11-14-11-11

1 MAC(s)
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Nodes

In the nodal graph, circles represent nodes. The following table describes the nodal graph node types.

e

IP address  If the event is a detected anomaly, you can see a Detector IP. If the event is a transaction,
you can see a Destination IP and a Source IP.

MAC You may see a MAC address for each type of IP address.

address

User If the machine is associated with a user, you can see a user node.

Host A host can be physical equipment or a virtual machine, designated by a Fully Qualified

Domain Name (FQDN) or IP address, on which any service is installed.
Domain If a host is associated with a domain, you can see a domain node.
Filename  If the event involves files, you can see a filename.
File Hash  If the event involves files, you may see a file hash.

The legend at the bottom of the nodal graph shows the number of nodes of each type and the color
coding of the nodes. It also helps you to locate the entities when the values, such as the IP addresses, are
hashed.
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You can click any node and drag it to reposition it.

In NetWitness Version 11.2 and later, you can select the node types that you want to view by clearing or
selecting the checkboxes in the legend. The following figure shows an example nodal graph legend with
all node types selected except IP.

1 MAC(s)

Arrows

The arrows between the nodes provide additional information about the entity relationships. The
following table describes the nodal graph arrow types.

oo

Communicates An arrow between a Source machine node (IP address or MAC
with address) and a Destination machine node labeled with
"communicates with" shows the direction of the communication.

Has file An Arrow between a machine node (IP address, MAC address,
or Host) and a file hash node labeled with "has file " indicates
that the IP address has that file.

Uses An arrow between a User node and a machine node (IP address,
MAC address, or Host) labeled with "uses" shows the machine
that the user was using during the event.

Calls (This arrow is available in NetWitness Platform 11.4 and later.)
An arrow between two file hash (checksum) nodes labeled with
"calls" indicates the direction of the interaction between the
associated files. The source file hash "calls" the target
(destination) file hash, which indicates that the source file
associated with the source file hash is performing an action on
the target file associated with the target file hash.

As (This relationship type represents attributes of the connected
node.) An arrow between nodes labeled with "as" provides
additional information about the IP address that the arrow points
to. For example, if there is an arrow from the host node circle
that points to an IP address node that is labeled with "as", it
indicates that the name on the host node circle is the hostname of
that IP address and is not a different entity.

Is named (This relationship type represents attributes of the connected
node.) An arrow from a File Hash node to a File Name node
labeled with "is named" indicates that the file hash corresponds
to a file with that name.

Belongs to (This relationship type represents attributes of the connected
node.) An arrow between two nodes labeled with "belongs to"
indicates that they pertain to the same node. For example, an
arrow between a MAC address and a Host labeled with "belongs
to" indicates that it is the MAC address of the host.

219 NetWitness Respond Reference Information



NetWitness Respond User Guide

Larger line size arrows indicate more communication between the nodes. Larger nodes (circles) indicate
more activity than smaller nodes. The larger nodes are the most common entities mentioned in the
events.
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Events List

The Events List shows the events associated with the incident. It shows information about the events,
such as event time, source IP, destination IP, detector IP, source user, target user, and file information
about the events. The amount of information listed depends on the event type. The maximum number of
events displayed in the Events List is 1,000.

The following figure shows an Events List for network events.
15 events A Nodal Graph = Events List Journal &
80) spearphishing link .-

EVENT TIME EVENT TYPE ET) FILENAME FILE HASH
05/13/2020 06:45:0%.000 pm Network <no.

80| spearphishinglink &=

EVENT TIME 3 L A FILEHASH
05/13/2020 06:45:09.000 pm

80 ) spearphishing link

EVENT TIME
05/13/2020 06:45:09.000 pm

80 spearphishing link &=

EVENT TIME EVENT TYPE L 1 FILEHASH
05/13/2020 06:45:09.000 pm Network i

Note: The EVENT TIME displayed on this screen is the same as the COLLECTION TIME from the
investigation page.

Each event has a header row with the following information:

e Risk score: This is the risk score of the indicator (alert) that contains the event.

e Title: This is the name of the event.

e (Event x of x): This indicates the number of the event out of the total number of events in the

indicator.

For example, the following event header shows that this event is event 2 of 2 for an indicator (alert) that
has a risk score of 90. The event name is In Program Data Followed by SSL Over Non Standard
Port.

90 ) In Program Data Followed by SSL Over Non Standard Port (c.-

The following table describes the fields in the Events List for network or log events.
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Fiad ——Josserpion

EVENT TIME
EVENT TYPE
DETECTOR IP

FILE NAME
FILE HASH

SOURCE [P
SOURCE PORT

SOURCE HOST
SOURCE MAC

SOURCE USER
TARGET IP

TARGET PORT

TARGET HOST

TARGET MAC
TARGET USER

Shows the time the event occurred.

Shows the type of alert, such as Log and Network.

Shows the IP address of the machine where an anomaly was detected

Shows the file name if a file is involved with the event.

Shows a hash of the file contents.

Shows the source IP address if there was a transaction between two machines.

Shows the source port of the transaction. The source and destination ports can be
on the same IP address.

Shows the destination host where the event took place.

Shows the MAC address of the source machine.

Shows the user of the source machine.

Shows the destination IP address if there was a transaction between two machines

Shows the destination port of the transaction. The source and destination ports can
be on the same IP address.

Shows the HOST name of the destination machine.
Shows the MAC address of the destination machine.

Shows the user of the destination machine.
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The following figure shows an Events List for NetWitness Endpoint events.

20 events

EVENTTYPE CATEGOR
Log Process Event

EVENT TIME
09/26/2018 03:54:53.000 pm

T taskhostwexe ta

70) Threshold Breached for FILE svchost.exe (=

69/25/201805:‘\8:22.000pm Log ” Process Event
A A r

tsves -p -5 Schedule

T taskhostwexe taskhostw.exe NGCKeyPregen

70) Threshold Breached for FILE svchost.exe

EVENT TIME EVENTTYPE
09/26/2018 08000pm  Log Process Event
-

k DcomLaunch -p

arcer  RuntimeBrokerexe  RuntimeBroker.cxe -Embedding

70) Threshold Breached for FILE svchost.exe

EVENT TIME EveNT TYRE
09/27/2018 54000am  Log Process Event
A A MENT

tsves -p s Schedule

ARGET  taskhostw.exe

70) Unsigned Reserved Name (s 1o

EVENT TIME
09/24/2018 24.000 am

ACTION
createProcess

ACTION
createProcess

ACTION
createProcess

& Nodal Graph = Events List B Journal & Tasks

FILE HASH
9a28dcB8004c3e043cbf8e3al194fda2b756ce30740d...

svchost.exe

"

OPERATI =Y FILE NAME
windows svchost.exe

H

ACTION OSTNAME USER ACCOUN OPERA M FILE NAME
createProcess vchost.exe

"

PERATING SYSTEM FILE NAME
windows svchost.exe

HASH

FILE NAME
services.exe

HAS)
6f0afblbide

C:\Program Files\WMware\VMware Tools\VMware VGAuth\ 58 129dc2f97d

The following table describes the fields in the Events List for NetWitness Endpoint events. NetWitness
Endpoint events have an Endpoint Event Type and an nwendpoint Device Type. NetWitness
Endpoint events from version 4.4.x and earlier can have an Event Type that shows the origin of the

event.

Gua  fEewmE ]

EVENT TIME
EVENT TYPE

CATEGORY

ACTION
HOSTNAME

USER ACCOUNT

OPERATING SYSTEM
FILE HASH

Shows the time the event occurred.

Shows the type of alert, such as Endpoint
or Log. NetWitness Endpoint events have
an Endpoint event type. NetWitness
Endpoint events from version 4.4.x and
earlier can have an Event Type that
shows the origin of the event.

Shows the NetWitness Endpoint
category.

Shows the action that the file performed.

Shows the name of the machine that is
running the agent.

Shows the username of the actively
logged in user.

Shows the operating system of the agent.

Shows the checksum of the file.
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Fad ——Jowseipion

SOURCE FILENAME

SOURCE LAUNCH
ARGUMENT

SOURCE PATH
SOURCE HASH
SOURCE IP ADDRESS
SOURCE PORT
TARGET FILENAME

TARGET LAUNCH
ARGUMENT

TARGET PATH
TARGET HASH
TARGET IP ADDRESS

TARGET PORT

EVENT SOURCE

DEVICE TYPE

Event Details

Shows the name of the source file.

Shows the command line argument for
the running process.

Shows the path of the source file.

Shows the checksum of the source file.
Shows the IP address of the agent.
Shows the source port of the connection.
Shows the name of the target file.

Shows the command line argument for
the running process.

Shows the path of the target file.
Shows the checksum of the target file.

Shows the destination IP address of this
NetWitness activity.

Shows the destination port of the
connection.

Shows the hostname or IP address along
with the port of the of the Core service
that holds the event information.

Shows the type of the device from which
the data is sent or collected. For example,
it shows nwendpoint for NetWitness
Endpoint,

To view the event details, you can click the top of an event in the Events List. The details appear below

the event. Viewing inline event details enables you to keep the context of the event as it relates to the

other events.

The following figure shows an indicator (alert) selected in the Indicators panel. The events for that

indicator appear in the Events List on the right.
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NETWITNESS Respond  Users  llosts s 1 s O] % ) admin

INC-130 10events [ seeAlEvents Journal & Tasks

High Risk Alerts: ESA for 192.
70| Brute Force Password Guessing ==

& vE
07/24/2019 09:09:58.000 pm

FIND RELATED

46 pm DEVICE DEVICE CLASS
Abnormal Netflow Traffic o 4 LRI

SOURCE TARGET DETECTOR EVENT SOURCE
DEVICE s
HOSTNAME

Event Stream An: SERNAM EVENT SOURCE ID
Abnormal Netflow Traffic RO 52751
DOMAIN/HOST USERDST
root

USER

root
DEVICE TYPE
Event Stream Anaysis 07/24/2019.09:10:24 pm s DOMAIN ORIGINAL

Brute Force Password Guessing

Event stream Analy

Brute Force Password Guessing

70) Brute Force Password Guessing =

VENTTIM Nt
07/24/201909:09:59.000pm  Log

n Analy

s o712 10:51 pm
Management Alerts

09:1031pm  (70) Brute Force Password Guessing (=
Windc
DETECTORIP FILENAME
192

EveNTTIME
07/24/2019 09:10:00.000 pm

70) Brute Force Password Guessing (zen:or

v

EVENTTIME &
07/24/201909:10:01.000pm  Log

FILEHASH

The following figure shows a specific indicator event selected in the Indicators panel. Information about
the selected event appears in the Events List on the right.

NETWITNESS vestig Respond « < : Yas : At

levent A Nodal Graph  i= EventsList | Journal & Tasks

High Risk Alerts: ESA for 192
) Brute Force Password Guessing (=
Send to Archer e venTTvPE
FEEFEETETY 07/24/201909:10:00000pm  Log
FIND RELATED
TARGET DETECTOR EVENT SOURCE
Event 909.09:46 pm DEVICE DEVICE CLASS
1P ADDRE Unix
192, HOSTNAME
1P ADDRESS
192 as

Abnormal Netflow Traf

Event stream Anlysis EVENT SOURCEID
‘Abnormal Netflow fi PRODUCT NAME 52753

Tinux
DOMAIN/HOST USERDST

DATA root

size

223 USER

root

DEVICETYPE

Event } - . Jinux DOMAIN ORIGINAL

Brute Force Pa:

RELATED LINKS

07/24/201909-1000 pm
FILE2 « root.
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Journal Panel
The incident Journal shows the history of activity on your incident.

JOURMAL (4)

F5T1 0772172020 07:01:26&

MILESTOME None

Reviewed the activity and escalating the breach.

F5T1

MILESTOMNE None
| am glad we found this early.

F5T1

MILESTONE None

| created a task for admin.

r5T1 0772172020 0

nesTons

We need to meet with the SOC Manager ASAP!

New Journal Entry

The following table describes the New Journal Entry options.

s o~

New Journal  Type your note in the field.

Entry

Milestone (Optional) Select a milestone, if applicable. This field is used to track significant
events for the incident.

Submit Click submit to add an entry to the journal. You journal entry will be visible to anyone

button who views the incident.
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Tasks Panel
In the Tasks panel, you can manage and track the incident tasks to closure.

JOURNAL (4) TASKS (2)

Add New Task

REM-5 / INC-1886 o
CREATED: 07/21/. 07:06 pm

LAST UPDATED: 0772172020 07:06 pm

OPENED 3 minutes ago

NAME Create replacement host ASAP

ASSIGNEE: IT Services

PRIORITY:
STATUS:
IPTION

Re-image a host to use for a replacement.

REM-4 / INC-1886

CREATED: 0772172020 07:04 pm
LAST UPDATED: O7/21/2020 07:04 pm
OPEMED 4 minutes ago

NAME Isolate Host
ASSIGNEE: Edwardo
PRIORITY:
STATUS:
IPTION
Isolate the host for further study.

This is remediation task AAA-2345.

The following table describes the Task fields.

Description

<Task ID / The autogenerated Task ID / The incident associated with the task.
<Incident
ID>

Created The created date of the task.

Last Updated The date that the task was last modified.
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Opened The time that passed since the task was opened. For example, 3 minutes ago or 2 days
ago.

Name The name of the task. For example: Re-image the machine. You can click this field to
edit it.

Assignee The username of the user assigned to the task. You can click this field to edit it.

Priority The priority of the task: Low, Medium, High, or Critical. You can click the priority
button and select a new priority for the task from the drop-down list.

Status The status of the task: New, Assigned, In Progress, Remediated, Risk Accepted, and
Not Applicable. You can click the status button and select a new status for the task
from the drop-down list.

Description Type information that describes the task. You may want to include any applicable
reference numbers. You can click this field to edit it.

Toolbar Actions

oo own

= BB

Priority button

Status button

(Back to Incidents) Enables you to navigate back to the Incidents List view.

Closes the panel.

Deletes the entry, such as a journal entry or task.

(In the Overview panel) Allows you to change the Priority of one or more
selected incidents in the Incidents List.

(In the Overview panel) Allows you to change the Status of one or more
selected incidents.

Assignee button (In the Overview panel) Allows you to change the Assignee of one or more

selected incidents.

£+ Modal Graph Enables you to view the Nodal Graph.

= Events List Enables you to view the incident Events List. Clicking the top of an event

enables you to view the event details below it.

Enables you to view incident notes and tasks.

1 Journal & Tasks
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o own

n (This option is available in NetWitness Version 11.3.1 and earlier 11.x
versions.) Enables you to view the Journal, Tasks, and Related Indicators panels.

(Journal, Tasks, and
Related)

Enables you to show or hide the event header, request, response, and metadata in
the Events panel in the Respond Incident Details view. For more information
about event analysis, see "Events View" in the NetWitness Investigate User
Guide.
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Alerts List View

The Alerts List view (Respond > Alerts) enables you to view all of the threat alerts and indicators

received by NetWitness in one location. This can include alerts received from ESA Correlation Rules,

Malware Analysis, Reporting Engine, NetWitness Endpoint, as well as many others. In the Alerts List

view you can browse through various alerts, filter them, and group them to create incidents.

Workflow

This workflow shows the high-level process that Analysts use to review alerts and create incidents.

You are here Create Incident You are here

Rules

Create Incidents

Investigate Events

In the Alerts List view, you can review a list of alerts from all sources received by NetWitness. After
that, you can investigate those alerts further and create incidents from the alerts or you can create
incident rules to create incidents.

Note: You can use NetWitness Automated Threat Detection to create incidents without manually
creating rules.

What do you want to do?

Incident View all alerts in NetWitness * View Alerts
Responders,
Analysts

Incident Filter alerts.* Filter the Alerts List
Responders,
Analysts

Incident View alert overview information and View Alert Summary Information
Responders, raw alert metadata.*
Analysts

Incident Create incidents from alerts.* Create an Incident Manually
Responders,
Analysts
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Incident (Available in NetWitness Version 11.1 ~ Add Alerts to an Incident

Responders, and later) Add alerts to an existing

Analysts incident.*

Administrators, Delete alerts.* Delete Alerts

Data Privacy

Officers

SOC Managers,  Create incident rules. See "Create an Incident Rule for Alerts"

Administrators in the NetWitness Respond Configuration
Guide.

Incident Investigate the events in an alert. View Event Details for an Alert and

Responders, Investigate Events

Analysts

Incident Add related alerts to an existing Add Related Indicators to the Incident

Responders, incident.

Analysts

*You can complete these tasks here (that is, in the Alerts List view).

Related Topics

e Alert Details View

e Reviewing Alerts

Quick Look

To access the Alerts List view, go to Respond > Alerts. The Alerts List view displays a list of all alerts
and indicators received by the Respond Server database in NetWitness. The following figure shows the
Filters panel on the left.
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NETWITNESS Respond User ¢ % dmir

CREATED SEVERITY SOURCE # EVENTS HOST SUMMARY INCIDENT 1D
%0 Endpoint
TIME RAN @ ) cusTOM DATE RANGE 05/05/202008:54:45 pm Endpoint
Last 24 Hours
05/05/202008:54:45 pm Endpoint
5/05/2020 08:54:45 pm Endpoint
05/05/202008:54:45pm Endpoint

Endpoint

Manual Upload
Networ!

05/05/202008:52:53pm K Endpoint

05/05/202008:52:50pm Endpoint
it 05/05/202008:52:50pm Endpoint
05/05/202008:52:44pm Endpoint
Endpoint 05/05/202008:52:43 pm Endpoint
Event Stream Analysis

e Analysis 05/05/202007:39:07 pm i Endpoint
NetWitness Investigate

Reporting Engi 05/05/202007:39:07 pm Endpoint
k Scoring
05/05/202007:39:07 pm Endpoint
05/05/202007:39:07 pm Endpoint
05/05/202007:39:07 pm Endpoint
05/05/202007:38:13pm Endpoint
05/05/202007:37:17 pm Endpoint
05/05/202007:37:13pm Endpoint
05/05/202007:37:13pm Endpoint
05/05/202007:37:08 pm K Endpoint
ALERT NAMES
05/05/202007:37:03pm Endpoint

Showing 108 out of 108 items | 1 selected

The Alerts List view consists of a Filters panel, an Alerts List, and an Alert Overview panel. You can
click an alert in the Alerts list to view the Alert Overview panel on the right.

NETWITNESS Respond { Dashboard eports % dmin >
ALerTs

Blacklisted File

CREATED L | SEVERITY SouRcE # EvenTS, HOST SUMMARY
OVERVIEW
05/05/202008: t Endpoint
Incident ID:
@) cusTom DATE RaNGE 05/05/202008: Endpoint
05/05/202007:39:07 pm
5/05/2020 08: Endpoint
%
05/05/202008: Endpoint
e 05/05/202008: o Endpoint
Instant I0C

05/05/202008: Endpoint

#Events:
05/05/202005: Endpoint

Host Summary
05/05/202008: Endpoint

ion Incident 05/05/202008: Endpoint
05/05/202008: Endpoint

“severity™: 3,
Endps 05/05/202008-.. 9 " Endpoint “eventSourceld": “concentrator: 50085
O Event Stream Analysis
O Malware Analy:
O NetWitness Inve
0O Reporting

05/05/202007.... Endpoint

B o0 0 oo o oo

05/05/202007: Endpoint

05/05/202007: Endpoint
148 cSceb1FOAcE3 264654834258 cb2e179e986932524541)
05/05/202007: o Endpoint “statement™: “Slacklisted File",
SEVERITY “id”
e oo “time": “May 5, 2028 19:39:07 PH UTC",
“events": [
05/05/202007: Endpoint f
[Rv——
05/05/202007: Endpoint  type": “mendpotnt”,
“sessionid": 454377,
05/05/202007: Endpoint - ;i
“analysis_file: [
05/05/202007-.. 9 Endpoint “lacklistad fle”
rign: A
05/05/202007-.. 9 t Endpoint % .
ALERT NAMES

“imvestigation”

D ojp|B @8 @ d|d

05/05/202007: Endpoint
“forward_ip": "192. -
“checksum®s [
Showing 108 out of 108 items | Oselected ~424475560647623759568 3838825 Tbdcd1009349085498647540012)
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Alerts List

The Alerts List shows all of the alerts in NetWitness. You can filter this list to only show alerts of

interest.

NETWITNESS
ALERTS
cReATED
5/05/202008:55:12 pm
05/05/202008:55:12 pm
05/05/202008:55:12pm
05/05/202008:55:12pm
05/05/202008:54:45 pm
05/05/202008:54:45pm
05/05/202008:54:45pm
05/05/202008:54:45 pm
05/05/202008:54:45 pm
05/05/202008:54:12pm
05/05/202008:53:50 pm
05/05/202008:53:12pm
05/05/202008:53:12pm
05/05/202008:52:53pm
05/05/202008:52:50 pm
05/05/202008:52:50 pm
05/05/202008:52:44 pm
05/05/202008:52:43pm
05/05/202007:39:12pm
05/05/202007:39:12pm

05/05/202007:39-12pm

NETWITNESS

NCIDENTS  ALERTS

SEVERITY  NAME

TIME RA @) custom baTe RaNGE

Last Hour

O Resubmit
O Unknown
O Web Threat Detection Inc

E
Event Str
™
N

vior Analytics
Web Threat Detection

0 i3 | @ 0go @ | 5 M

Respond

SouRce #EvenTs HOST SUMMARY
Scoring 1

Risk Scoring. 1

Risk Scoring 1

Endpoint

Endpoint

Endpoint

Endpoint

Risk Scoring

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Risk Scoring

Risk Scoring

Scoring

Showing 193 out of 193items | 1selected

Respond

createD
05/05/202008:55:12pm
05/05/202008:55:12pm
05/05/202008:55:12pm
05/05/202008:55:12pm
05/05/202008:54:12pm
05/05/202008:53:12pm

05/05/202008:55:

sevemiTy

%

%

souRce
RiskScoring.
Risk Scoring.

oring
Risk Scoring.

RiskScoring.

Showing 7 out of 7 items

#Events

1

Oselected

INCIDENT 1D

HOST SUMMARY.

INCIDENT 1D

233

NetWitness Respond Reference Information



NetWitness Respond User Guide

The following table describes the columns in the Alerts List.

. Enables you to select one or more alerts to delete. Users with the
appropriate permissions, such as Administrators and Data Privacy
Officers, can delete alerts.

Created Displays the date and time when the alert was recorded in the source
system.
Severity Displays the level of severity of the alert. The values are from 1

through 100.
Name Displays a basic description of the alert.

Source Displays the original source of the alert. The source of the alerts can be
NetWitness Endpoint, Malware Analysis, ESA correlation rules,
Reporting Engine, Risk Scoring, and many others.

Note:

- From 12.3.1 and later, the alert source filter panel displays only the
sources installed in your instance of NetWitness and won't display all
possible sources. If a user deletes a host / service on their
NetWitness Instance, any source associated with that host / service
will be marked as decommissioned. For Ex. ESA Primary is deleted
in the hosts page, the ESA source will be marked as
decommissioned, the source decommissioned message (source has
been decommissioned) is displayed in the alert source filter panel.

# Events Indicates the number of events contained within an alert. This varies
depending on the source of the alert. For example, NetWitness
Endpoint and Malware Analysis alerts always have one Event. For
certain types of alerts, a high number of events may mean that the alert
is more risky.

Host Displays details of the host like the host name from where the alert was

Summary triggered. The details may include information about the source and
destination hosts in an Alert. Some alerts may describe events across
more than one host .

Incident ID Shows the Incident ID of the alert. If there is no incident ID, the alert
does not belong to any incident and you can create an incident to
include this alert or the alert can be added to an existing incident.

MITRE Shows the particular Tactic associated with each alert.
ATT&CK
Tactics

At the bottom of the list, you can see the number of alerts on the current page, the total number of alerts,
and the number of alerts selected. For example: Showing 4 out of 4 items | 1 selected
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Alert Filters Panel

The following figure shows the filters available in the Filters panel.

Last24Hours-Endpt_Sev90-100

E @ | cusTom DATE RANGE

Last 24 Hours

O
O
O
O
O
O
O
O
O
O

ooooooo

The Filters panel, on the left of the Alerts List view, has options that you can use to filter the alerts list.
When you navigate away from the Filters panel, the Alerts List view retains your filter selections.

opten _Jomserpten

Saved Filters  You can select a saved filter to filter the alerts list. Saved filters are
global. You can save a filter for other analysts to use and you can use
any saved filter. Saved filters are also available for use on the
Springboard landing page. Filters used in the Springboard cannot be
deleted. (This option is available in NetWitness Platform 11.5 and
later.)
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Time Range  You can select a specific time period from the Time Range drop-down
list. The time range is based on the received date of the alerts. For
example, if you select Last Hour, you can see alerts that were received
within the last 60 minutes.

Custom Date  You can specify a specific date range instead of selecting a Time
Range Range option. To do this, click the white circle in front of Custom Date
Range to view the Start Date and End Date fields. Select the dates and
times from the calendar.

. CUSTOM DATE RANGE

01/09/2020 12:00:00 AM ]

END DATE

01/11/2020 12:00:00 AM ]

JANUARY 2020 3
Mon Tue Wed Thu

1 2

3

15 16

22

Type Indicates the type of events in the alert, for example, logs, network
sessions, and so on.

Source Displays the original source of the alert. The source of the alerts can be
NetWitness Endpoint, Malware Analysis, Event Stream Analysis (ESA
Correlation Rules), Reporting Engine, Web Threat Detection, Risk
Scoring, and many others.

Note: In NetWitness Platform 11.3 and later, the Endpoint source

includes Endpoint alerts from all NetWitness Endpoint versions. If
one of the events in an alert has a device type of nwendpoint, the
source changes to Endpoint.

Severity Displays the level of severity of the alert. The values are from 1
through 100.

Part of Categorizes alerts on whether or not they are associated with an

Incident incident. Select Yes to view alerts that are part of an incident. Select
No to view alerts that are not part of an incident. For example, before
you create incidents from alerts, you may want to select No to view
only those alerts that are not already part of an incident.
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Alert Names  Shows the names of the alerts being filtered. You can use this filter to
search for all alerts generated by a specific rule, for example, Direct
Login to an Administrative Account.

MITRE Allows you to select the tactic associated with the alert.
ATT&CK
Tactics

MITRE Allows you to select the technique associated with the alert.
ATT&CK
Techniques

Reset Removes your filter selections. If you reset filters on a saved filter, it
takes you to the default empty filter.

Save Saves the currently applied alerts filter or updates a saved filter. For a
new filter, choose a unique name that contains 1-256 alphanumeric
characters, underscores, or hyphens. (This option is available in
NetWitness Platform 11.5 and later.)

Save As Saves the currently applied alerts filter for future use. Choose a unique
name that contains 1-256 alphanumeric characters, underscores, or
hyphens. (This option is available in NetWitness Platform 11.5 and
later.)

The Alerts List shows a list of alerts that meet your selection criteria. You can see the number of items in
your filtered list at the bottom of the alerts list. For example: Showing 4 out of 4 items
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Alert Overview Panel

The Overview panel shows basic summary information about a selected alert and raw alert metadata. The
Overview panel in the Alert Details view contains the same information, but in the Alerts Details view,
you can expand the panel to view more information.

NETWITNESS nvestigate Respond

high_number_of deletions Event De
05/06/202
OVERVIEW
Back To

Incident ID:

Created: 05/06/2023 04:19:32 pm
Severity: 66

Source: User Entity Behavior Analytics
Type: User Entity

Server: UEBA-2 - UEBA Server
#Events: 100

Host Summary:

nooping_user”,
: 66.28416741177514,
“entityName™: “akiko sakamoto”,

The following table lists the fields displayed in the Alert Overview panel.

<Alert Displays the name of the alert.
Name>

Incident ID Displays the Incident ID associated with the alert. You can click the
incident ID link to go to the Incident Details view of the associated
incident. If there is no incident ID, the alert does not belong to an
incident. You can create an incident for this alert or you can add it to
an incident.

Created Displays the date and time when the alert was created.

Severity Displays the level of severity of the alert. The values are from 1
through 100.
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Source Displays the original source of the alert. The source of the alerts can be
NetWitness Endpoint, Malware Analysis, ESA correlation rules,
Reporting Engine, Risk Scoring, and many others.

Note: In NetWitness Platform 11.3 and later, the Endpoint source

includes Endpoint alerts from all NetWitness Endpoint versions. If
one of the events in an alert has a device type of nwendpoint, the
source changes to Endpoint.

Type Indicates the type of events in the alert, for example, logs, network
sessions, and so on. There can be multiple types listed.

Note: In NetWitness Platform 11.3 and later, the Endpoint source
includes Endpoint alerts from all NetWitness Endpoint versions. If
one of the events in an alert has a device type of nwendpoint, the
source changes to Endpoint.

Server Displays details of the UEBA Server from where the alert was
triggered. For example, UEBA-2 - UEBA Server.

Note: This option is displayed only for UEBA servers.

# Events Indicates the number of events contained within an alert. This varies
depending on the source of the alert. For example, NetWitness
Endpoint and Malware Analysis alerts always have one Event. For
certain types of alerts, a high number of events may mean that the alert
is more risky.

MITRE Displays the tactic associated with the alert.
ATT&CK
Tactics
MITRE Displays the technique associated with the alert.
ATT&CK
Techniques
Raw Alert Shows the raw alert metadata.
Toolbar Actions

This table lists the toolbar actions available in the Alerts List view.

G =

ﬁ Enables you to open the Filters panel so that you can
specify the alerts that you would like to see in the Alerts
List.

H Closes the panel.
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Create Incident Enables you to create incidents from alerts. The alerts

button cannot be part of an incident. To get a list of alerts
without incidents, you can filter the Alerts List. In
thePart of Incident section, select No.

Add to Incident (This option is available in NetWitness Version 11.1
button and later.)
Enables you to add selected alerts to an incident. The
alerts cannot be part of an incident. To get a list of
alerts without incidents, you can filter the Alerts List. In
the Part of Incident section, select No.

Delete button Allows you to delete alerts.
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Alert Details View

In the Alert Details view (Respond > Alerts > click on a row in the Alerts List), you can view the
overview of an alert, such as the source of the alert, the number of events within the alert, Incident ID, if
it is part of an incident. You can also view the raw alert that contains detailed information about the
events.

Workflow

This workflow shows the high-level process that Analysts use to review alerts and create incidents.

Create Incident
Rules

Create Incidents

After reviewing the alerts list, y
alerts, in the Alert Details view.

ou can investiiate those alerts further and create incidents from the

Note: You can also use NetWitness Automated Threat Detection to create incidents without manually
creating rules.

What do you want to do?

Incident View all alerts in View Alerts

Responders, NetWitness,

Analysts

SOC Managers,  Create incident rules. See "Create an Incident Rule for Alerts" in the
Administrators NetWitness Respond Configuration Guide.
Incident View a list of events in the ~ View Event Details for an Alert
Responders, alert.*

Analysts

Incident View event metadata for View Event Details for an Alert
Responders, each event in the alert.*

Analysts
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Incident Further investigate the Investigate Events
Responders, events in the alert.*

Analysts

Incident Add alerts to an existing Add Alerts to an Incident
Responders, incident. Add Related Indicators to the Incident
Analysts

Incident Create incidents from alerts. Create an Incident Manually
Responders,

Analysts

Data Privacy Delete alerts. Delete Alerts

Officers,

Administrators

*You can complete these tasks here (that is, in the Alerts Details view).

Related Topics

e Alerts List View

e Reviewing Alerts

Quick Look

1. To access the Alert Details view, go to Respond > Alerts.

2. In the Alerts list, choose an alert to view and then click the link in the Name column for that alert.
The Alert Details view has an Overview panel on the right. You can resize the panels to show more
information as shown in the following figure.

NETWITNESS Respond Users Hosts Files Dashboard admin v

Investigate

Reports

INCIDENTS ALERTS ASKS

Blacklisted File

[ createn Y sEVERITY NAME source #EVENTS HOST SUMMARY INCIDENT ID PERSISTED 5

OVERVIEW

0 06/06/202203:26: Endpoint 1 10.125.250.68 to 157.240. INCG-59

Incident ID:

O 06/06/20220: Endpoint 1 10.125.250.68 to 157.240...

Created: 06/06/202203:26:17 pm
90

Endpoint

Endpoint

1

10.125.250.68 to 157.240.221.35-Win81x64

125.250..86:50005:46816",

Showing 2 out of 2items | Oselected
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Overview Panel

The Overview panel shows basic summary information about a selected alert. The Overview panel on the
Alerts List view contains the same information. The Alerts List view Alert Overview Panel topic
provides details.

RE bad rule

Incident ID:

Created: 04/04/2018

Severity: 50

Source: Reporting Engine

Type: Network

# Evenrs: 9

HostSummary: 9 hoststo 2 hosts

jent analysis,protocol analysis®,

stigation”,
"nonstandard” ,
260",
"analysis_servi s1 aver non-standard port”,

Events - Process Tree View

Click on an event name link to view the event details. The Process Tree Viewer opens and displays the
process that caused the alerts and the processes it originated from.
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NETWITNESS Plati Investigate Respond  Users  Hosts  Files  Dashboard  Reports § 0B ¥ @ adninv
< (90) Blacklisted File

INCIDENT ID CREATED HOSTNAME

EVENT TIME SUMMARY TARGET PARAM SOURCE PARAM USER SOURCE

Details
06/06/202203:24:25.000pm  N/A

_ B Investig;
Process Tree Viewer

Summary 1

100 explorer.exe

N/A

Lb 400 iexplore exe v Event Detal

Tacti
100 iexplore exe o

-The process that caused the alert is highlighted with a red-colored outline.

.& . - The processes from which the highlighted process originated.

4

- Summary of the alert.
-- Event Details section shows the tactics, techniques, and event time stamp.
n- Process Details section provides detailed insights about the selected process.

-- Shows the details of Network Connections established by the process; You can view the
network connections that took place up to ten minutes before and after the alert triggered time. Network
connections details are available only for the process that caused the alert.

n - Shows the name and a link to the host where the process exists.
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Events List

The Events List for a selected alert shows all of the events contained in that alert.

Event Details

The Event Details in the Events panel shows the event metadata for each event in the alert.

Details

:{# Investigate Timeline

- Event Details

Tactic

Technique

Event Time

06/2022 05:24:26.000 pm 44 minute

Source Port

Destination Port

Destination Domain

Event Details

The following table lists some event details section and subsections shown in the Event Details. This is
not an extensive list.

Secton | subsotion | Desariplon

Summary Shows a summary of the event.
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Event Shows the destination device and user.

Device Shows information about the destination device. See Event Source or
Destination Device Attributes below.

User Shows information about the user or users of the destinationSee
Event Source or Destination User Attributes below.

Detector Shows the host or software product that detected the issue. This is
most relevant for malware scanners and logs.

Device Class Shows the device class of the product that detected the alert.
IP Address Shows the IP address of the product that detected the alert.

Product Name  Shows the name of the product that detected the alert.

Domain Shows the domain associated with the event.
Enrichment Shows available enrichment information.
Related If available, it shows a link back to the user interface (UI) of the
Links source product.
Type Shows the type of event, such as investigate original event.
URL Shows the URL link back to the UI of the source product.
Size Shows the size of the transmission or file involved.
Source Shows the source device and user.
Device Shows information about the source machine. See Event Source or

Destination Device Attributes below.

User Shows information about the user or users of the source machine. See
Event Source or Destination User Attributes below.

Timestamp Shows the time that the event occurred.

Type Shows the type of the alert, such as log, network, correlation,
Resubmit, Manual Upload, On Demand, File Share, or Instant IOC.

Event Source or Destination Device Attributes

The following table lists attributes for an event source or destination device that can be shown in the
Events Details.

s fEeeites ]

Asset Type Displays the type of device, for example, desktop, laptop, server, network equipment,
tablet, and so on.

BusinessUnit Shows the business unit associated with the device.
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Compliance Shows the compliance rating of the device. It can be Low, Medium, or High.
Rating

Criticality Shows how critical the device is to the business (business criticality).

Facility Shows the location of the device.

Geolocation Shows the geographic location for the host. It can contain the following attibutes:

city, country, latitude, longitude, organization, and domain.
IP Address Shows the IP address of the device.
MAC Address Shows the MAC address of the device.

Netbios Name  Shows the NetBIOS name for the device.

Port Displays the TCP port, UDP port, or the IP Src port (the first one available) used to
connect to and from the host.

Event Source or Destination User Attributes

The following table lists attributes for an an event source or destination user that can be shown in the
Events Details.

Attribute o

AD Domain Shows the Active Directory domain.

AD Shows the Active Directory username.
Username

Email Shows the email address of the user.
Address

Username Shows a general name if you do not know the source of the username, such as UNIX or
a username in a particular system.

Toolbar Actions

This table lists the toolbar actions available in the Alert Details view.

N

. (Back to Alerts) Enables you to navigate back to the Alerts List view.

102 > Click the arrows to navigate through the event meta details for each event in the
alert. The numbers, such as "1 of 2" show the number of the event that you are
currently viewing. Click Back to Table to go back to the Events List view, which
is also known as the Events Table.

247 NetWitness Respond Reference Information



NetWitness Respond User Guide

Tasks List View

After investigating incidents, in the Tasks List view (Respond > Tasks), you can create and track
incident tasks. For example, you can create remediation tasks when you require actions on incidents from
teams outside of your security operations. You can reference external ticket numbers within the tasks and
then track those tasks to completion. You can also modify and delete tasks as required, depending on
your user permissions.

What do you want to do?

Incident Responders,  View tasks View All Incident Tasks and View
Analysts the Tasks Associated with an
Incident
Incident Responders,  Filter tasks. Filter the Tasks List
Analysts
Incident Responders,  Create a task. Create a Task
Analysts
Incident Responders,  Find and modify tasks. Find a Task and Modify a Task
Analysts
Incident Responders,  Close a task (Change the Status to Modify a Task
Analysts Remediated, Risk Accepted, or Not
Applicable).
Incident Responders,  Delete a task. Delete a Task
Analysts,
SOC Managers

Related Topics

¢ Incident Details View

¢ Escalate or Remediate the Incident

Quick Look

To access the Tasks List view, go to Respond > Tasks. The Tasks List view displays a list of all
incident tasks.
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NETWITNESS esligale  Respond

REM-8

Revoke user permissions ASAP

creATED RIORITY ASSIGNEE status LAST UPDATED CREATEDBY  INCIDENT ID

07/22/2020160337  CRITICAL Admin. 07/22/2020160337  analyst1. INC10250

OVERVIEW
CRITICAL 2 sap %

HIGH REM-7

122/202016:03:

5 | e REM-10 07/22/202016:03:37

s | veoum rems orrmisass

ommorsorsy | wow et

07/22/20201607:51 Critcal

New

Admin

Revoke user permissions to all file shares.

Showing 6 out of 6 items | O selected

The Tasks List view consists of a Filters panel, a Tasks List, and a Task Overview panel. The following
figure shows the Tasks List and the Overview panel.

NETWITNESS admir
INCIDENTS,

YV S REM-3

O creaTeD PRIORITY v NAME ASSIGNEE Createa replacement host ASAP

LAST UPDATED CREATED BY INCIDENT 1D

01/10/202000:33:03 CRITICAL 3 - Createareplacement host ASAP - - “ITServices 01/10/202001:28'57 -~ ~ analyst1 NG9

01/10/202000:1320 § rien Re-image the machine ASAP Jose 01/10/2020 002623 analyst1

01/10/202000:30:59 | meoium solate Host Machine Edwardo 01/10/202000:49:52  analyst1
01/10/2020003305
cbzEa0ceos: - - | Moo SEETO T O ARS8, - et

et ovsai0012057
ovivomomss | ow Nebvorklat sdnin vVt s

Rt

ITServices

Re-image a host to use for a replacement

Showing 5 out of 5 items | 1 selected

Tasks List

The Tasks List shows all of the incident tasks. You can filter this list to show only tasks of interest.

. Enables you to select one or more tasks to modify or delete. Users with
the appropriate permissions can make bulk updates and delete tasks,
such as SOC Managers. For example, an SOC Manager may want to
assign multiple tasks to a user at the same time.

Created Displays the date when the task was created.
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Priority

1D
Name
Assignee

Status

Last Updated
Created By
Incident ID

Displays the priority assigned to the task. The priority can be any of
the following: Critical, High, Medium, or Low. The Priority is also
color coded, where red indicates Critical, orange represents High risk,
yellow indicates Medium risk, and green represents LoOw risk as shown
in the following figure:

PRIORITY

CRITICAL

HIGH

| meDIUM

| ow

Displays the task ID.
Displays the task name.
Displays the name of the user assigned to the task.

Displays the status of the task: New, Assigned, In Progress,
Remediated, Risk Accepted, and Not Applicable.

Displays the date and time when the task was last updated.
Displays the user who created the task.

Displays the incident ID for which the task was created. Click the ID to
display the details of the incident.

At the bottom of the list, you can see the number of tasks on the current page and the total number of
tasks. For example: Showing 23 out of 23 items
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Task Filters Panel

The following figure shows the filters available in the Filters panel.

@ | cusToM DATE RANGE

The Filters panel, on the left of the Tasks List view, has options that you can use to filter the incident
tasks.

opton [Descpten

Time You can select a specific time period from the Time Range drop-down list. The time
Range range is based on the creation date of the tasks. For example, if you select Last Hour, you
can see tasks that were created within the last 60 minutes.
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Custom
Date
Range

Task ID

Priority

Status

Created
By

Reset
Filters

You can specify a specific date range instead of selecting a Time Range option. To do
this, click the white circle in front of Custom Date Range to view the Start Date and End
Date fields. Select the dates and times from the calendar.

. CUSTOM DATE RANGE

START DATE

01/09/2020 12:00:00 AM
DATE
01/11/2020 12:00:00 AM
JANUARY 2020 3
Tue Wed Thu

1 2

3

15 16

22

You can type the Task ID for a task that you would like to locate, for example REM-123.

You can select the priorities that you would like to view. If you make one or more
selections, the Tasks list shows only those tasks with the selected priorities.

For example: If you select Critical, the Tasks list shows only the tasks with a priority set
to Critical.

You can select the statuses that you would like to view. If you make one or more
selections, the Tasks list shows only those tasks with the selected statuses.

For example: If you select Assigned, the Tasks panel shows only the tasks that are
assigned to users.

You can select the user who created the tasks that you would like to view. For example, if
you only want to view the tasks created by Edwardo, select Edwardo from the

CREATED BY drop-down list. If you want to view tasks regardless of the person who
created the task, do not make a selection under CREATED BY.

Removes your filter selections.

The Tasks List shows a list of tasks that meet your selection criteria. You can see the number of items in
your filtered list at the bottom of the tasks list. For example: Showing 18 out of 18 items
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Task Overview Panel

To access the Task Overview panel:
1. Go to Respond > Tasks.

2. In the Task list, click the task that you want to view.
The Task Overview panel appears to the right of the Tasks list.

REM-2
Isolate the Host Machine

OVERVIEW
ncident ID:
Created: 07/22/2020 16:04:53

Last Updated: 07/22/2020 17:01:45

New

Edwardo

|solate the host 3 for further study.

This is remediation task AAA-7777.

The following table lists the fields displayed in the Task Overview panel.

g Josserpion

<Task ID> Displays the automatically assigned task ID.

<Task Displays the task name. This is an editable field. To change the task

Name> name, you can click the current task name to open a text editor. For
example, you can change a task name from "Reimage a Laptop" to
"Reimage a Server".

Incident ID Displays the Incident ID for which the task was created. Click the ID
to display the details of the Incident.

Created Displays details about the date and time when the task was created.
Last Updated Displays the date and time when the task was last updated.

Priority Displays the priority of the task: Low, Medium, High, or Critical. To
change the priority, you can click the priority button and select a
priority for the task from the drop-down list.
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Status Displays the status of the task: New, Assigned, In Progress,
Remediated, Risk Accepted, and Not Applicable. To change the status,
you can click the status button and select a status for the task from the
drop-down list.

Assignee Displays the user assigned to the task. To change the user assigned to
the task, you can click (Unassigned) or the name of the previous
assignee to open a text editor.

Description Shows task details. To modify the description, you can click the text
underneath the description to open a text editor.

Toolbar Actions

This table lists the toolbar actions available in the Tasks List view.

o Tommn

ﬁ Enables you to open the Filters panel so that you can specify the tasks that you would like
to see in the Tasks List.

E Closes the panel.

Delete Allows you to delete the selected tasks.

button

Whitelists List View

The Whitelists List view (Respond > Whitelists) enables you to view all the Endpoint and Insight
Whitelists with the Rule Name, Creation Date, and the Summary associated with the respective
Whitelisted Endpoint and Insight Alerts.

Related Topics

o Whitelist Endpoint Alerts

o Whitelist Insight Alerts from Respond View

Quick Look

To access the Whitelists List view, go to Respond > Whitelists. The Whitelists List view consists of the
Whitelists List and a Filters panel.
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NETWITNESS Respond User

WHITELISTS

WHITELIST NAME RULE NAME
CUSTOM DATE RANGE
TIME RANGE

knownAlert Runs Blacklisted File
All Data

knownAlert Runs Blacklisted File
WHITELIST NAME

prdp2 Runs Binary Located In System Volume ...
Equals

RULE NAME

Equals

Contains

CREATED BY

1-3of 3 Whitelists | 0 selected

SUMMARY

File Name:

File Name:

File Name:

COMMENT CREATED DATE CREATED BY ALERTS MATCHED

dtf3.exe , HostNa.  blockingknownal.. ~05/16/202307:02:27am  admin 0

dtf3.exe , HostNa.  blockingknownal.. 05/16/202305:25:52am  admin 0

dtf3.exe , HostNa.  keyword 05/09/202305:36:36am  admin

Whitelists per page

255
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Whitelists List

The Whitelists List displays all the Endpoint and Insight Whitelists in the NetWitness Platform. You can
filter this list to view only the Whitelists of interest.

NETWITNESS vestigate

Respond

WHITELISTS

O  WHITELIST NAME RULE NAME SUMMARY COMMENT CREATED DATE +  CREATED BY ALERTS MATCHED

O  knownAlert Runs Blacklisted File File Name: dtf3.exe , Host Na..  blockingknownal.. 05/16/202307:02:27am  admin 0

O knownAlert Runs
dtf3.exe , Host Na..

O  prdp2 Runs ated In System Volume ... File Name:

The following table describes the columns in the Whitelists List.

Whitelist Displays the name of the Whitelist you provided during the whitelisting

Name of the selected alert.

Rule Name Displays the rule name associated with the whitelisted alert.

Summary Displays the details of the entities or values selected during the
whitelisting of the selected alert. For Example: File name: cmd.exe,
Host name: win34.

Comment Displays the comment added during the whitelisting of the selected
alert.

Created Date  Displays the Whitelist creation date and time.

Created By Displays the name of the user who created the Whitelist.

Alerts Displays the number of new matching alerts that are not triggered for

Matched the selected entities in the Respond > Alerts view after whitelisting the

selected alert.

The following parameters are displayed at the bottom of the list.
e The count of the Whitelists displayed on the current page.

o The total number of Whitelists created.

o The number of Whitelists selected in the list.

o The current page number.

o Total number of pages available.

o The maximum number of Whitelists displayed in each page.

The values of the above mentioned parameters vary depending upon the filters you apply.

For example, consider the existing count of the Whitelists displayed on page 1 is 1 - 3 and the total
number of Whitelists created is 3.
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NETWITNESS e Respond  Users llosls  Files  Dashboard  Reporls & K O

admin >

INCIDENTS  ALFRTS SKS  WHITELISTS
Y Filters X

WHITELISTNAME  RULE NAME SUMMARY commeNT CREATED DATE U CREATEDBY  ALERTS MATCHED
@) custom paTE RANGE
TIME RANGE

knownAlert Runs Blacklisted File File Name: dtf3.exe , Host Na..  blockingknownal.. 05/16/202307:02:27am  admin
All Data

knownAlert Runs Blacklisted File File Name: dtf3.exe , Host Na.  blockingknownal.. ~05/16/202305:25:52am  admin

WHITELIST NAME . . .
prdp2 Runs Binary Located In System Volume ... File Name: dtf3.exe , HostNa-.  keyword 05/09/202305:36:36am  admin

Equals

RULE NAME

Equals

SUMMARY

Contains

CREATED BY

Reset 1- 3 of 3 Whitelists | O selected 1000

Whitelists per page

After entering the Whitelist name (completely or partially) in the Filters panel and filtering the required
Whitelist, the count of the Whitelists displayed on page 1 changes to 1 - 1 and the total number of
Whitelists created is displayed as 1 since only 1 Whitelist matches the filter applied.

NETWITNESS NV e Respond sers osls iles Dashboard & % @

NCIDENTS ALTRTS ASKS WHITELISTS

Y Filters X

N\ [m] WHITELIST NAME RULE NAME SUMMARY COMMENT CREATED DATE ' CREATED BY ALERTS MATCHED
@) custom paTe RaNGE
TIME RANGE

O  prdp2 Runs Binary Locate... ~ File Name: dtf3.exe ... keyword 05/09/202305:36:36am  admin 0
All Data

WHITELIST NAME

Contains

RULE NAME

Equals

SUMMARY

Contains

CREATED BY

1- 1 of 1 Whitelists | O selected 1000 Whitelists per page
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Whitelists Filters Panel

The following figure shows the filters available in the Whitelists Filters panel.

WHITELISTS

CUSTOM DATE RANGE
TIME RANGE

All Data

WHITELIST NAME

Equals

RULE NAME

Equals

SUMMARY

Contains

CREATED BY

You can filter the Whitelists based on the following parameters.

o Time Range
o Whitelist Name

e Rule Name
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o Summary associated with the Whitelists

o User who created the Whitelists
The following table lists all the fields displayed in the Filters panel.

CE

Time Range Allows you to select the required time duration and view the Whitelists
created in the time duration selected.

Note: Turn On the Custom Date Range Toggle to select a custom
date range of your choice.

Whitelist Name Allows you to enter the name of required Whitelist.

Rule Name Allows you to enter the name of the rule associated with the Whitelists
created.

Summary Allows you to enter the complete value or a part of the value associated
with the required Whitelist. For example: cmd.exe or win34 or
analystl

Created By Allows you to filter the Whitelists on the basis of the user who created
them.

You can click Reset at the bottom of the Filters panel to remove the filters applied.

When you navigate away from the Filters panel, the Whitelists List view retains your filter selections.

Toolbar Actions

This table lists the toolbar actions available in the Whitelists List view.

N =

Select this option and access the Filters panel to filter the required
Whitelists.

- Select this option to delete the selected Whitelist.
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Add/Remove from List Dialog

The Add/Remove from List dialog allows you to add or remove an entity or meta value to an existing list
or create a new list. For example, when you look up an IP address and you find it suspicious or
interesting, you can add it to a relevant list, which has been added a data source. This improves the
visibility of the suspicious IP addresses. You can also add entities or meta values to different lists. For
example, you can add them to one list for suspected domains related to command and control
connections and to another list for Trojan connections IP addresses related to remote access. If a list is
not available, you can create a list. You can also remove the entity or meta value from a list.

Note: From the Add/Remove from List dialog, you can only add or remove entities or meta values
from single column lists added as a datasource, not multi-column lists. And when you edit a list or a
value in a list from the nodal view or the context lookup view, ensure to refresh the web page to view
the updated data.

What do you want to do?

Incident Add an entity to a list. From the Incident Details view, see Add an Entity to a

Responders, Whitelist.

Analysts From the Alert Details view, Add an Entity to a

Whitelist.

Incident Create a whitelist, Create a List

Responders, blacklist, or other list.

Analysts

Administrators Add a Context Hub list ~ See "Configure Lists as a Data Source" in the Context
as a data source. Hub Configuration Guide.

Administrators Import or export a list See "Import or Export Lists for Context Hub" in the
for Context Hub. Context Hub Configuration Guide,

Related Topics

e Investigate the Incident

e Reviewing Alerts

e View Contextual Information (Incident Details view)

* View Contextual Information (Alert Details view)

Note: You cannot delete a list, but you can delete values within a list.
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Quick Look

The following is an example of the Add/Remove from List dialog in the Respond view.

Add/Remove from List

Click on Save to update the list{s). Refresh the page to view the updates.

META VALUE

2

ALL  SELECTED  UMNSELECTED Y Filter Results

DESCRIPTION

This list is created and updated automatically by
the feed Threat. If you make changes to this list,
please be aware that the changes will be
overwritten when the feed updates.

CorporateUsers This list is created and updated automatically by
the feed CorporateUsers. If you make changes to
this list, please be aware that the changes will be
overwritten when the feed updates.

IP_Whitelist

N SpearPhishing This list is created and updated automatically by
the feed SpearPhishing. If you make changes to

i lime mlaaes s scsrmes dhas fha chamernes sl e

Cancel 5 Save 6

Entities or meta values to be added or removed.
Create a new list using the selected meta values.
Select any of the tabs: All, Selected, or Unselected.
Search using the list name or description.

Cancel the action.

n Save to update lists or create a new list.

To access the Add/Remove from List dialog, in the Incident Details view or the Alert Details view,
hover over the underlined entity that you would like to add or remove from a Context Hub list. A context
tooltip appears showing the available actions.
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10.10.10.10

CONTEXT HIGHLIGHTS ACTIONS

933 24469

INCIDENTS ALERTS

EMDPOINT LIWVECONMECT CRITICALITY

In the Actions section of the tooltip, click Add/Remove from List. The Add/Remove From List dialog
shows the available lists.

Add/Remove from List

Click on Save to update the list{s). Refresh the page to view the updates.

META VALUE

ALL SELECTED UNSELECT..

DESCRIPTIOMN

IP_Bla

IP_Whitelist

The following table shows the options in the Add/Remove from List dialog.

opten __ [Descrpton

Meta Value Displays the selected entity or meta value that needs to be added to or
removed from one or more lists. You can also a create a new list using the
selected value.

Create New List When clicked, it displays a dialog to create a new list using the selected meta
value.
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o o

All Shows all of the available Context Hub lists. The lists that contain the
selected entity or meta value are selected. Select a checkbox to add an entity
or meta value to a list. Clear a checkbox to remove it from the list.

Selected Shows only the lists that contain the selected entity or meta value. (All lists
are selected.)

Unselected Shows only the lists that do not contain the selected entity or meta value. (All
lists are unselected.)

Filter Results Enter the name or description of a specific list to search from multiple lists.

List Displays the name of all the lists.

Description Displays information about the selected list. The description that you provide
when creating a list appears in this dialog. For example: This list contains all
of the blacklisted IP addresses.

Cancel Cancels the operation.

Save Saves the changes.
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Context Lookup Panel - Respond View

The Context Hub service brings together contextual information from several data sources into the
Respond view so that analysts can make better decisions during their analysis and take appropriate
action. Seeing the entities, meta values, and contextual information in a single interface helps analysts to
prioritize and identify areas of interest. For example, recently created incidents and alerts from the
Respond view involving a given entity or meta value will be displayed when the analyst queries for
additional information for that entity or meta value. The Context Lookup panel displays contextual
information for the selected entities or meta values such as IP address, User, Host, Domain, File Name,
or File Hash. The data available depends on the configured sources in the Context Hub.

The Context Lookup panel displays the contextual information based on the data available on
the configured sources in the Context Hub.

Note: The contexthub-server.contextlookup.read permission is enabled only for Administrators,
Analysts, Malware Analysts, SOC Managers and Respond Administrators. Administrators can enable
this permission for other roles in the Respond view to view context lookups for meta values and
perform the Add/Remove from List actions. For more information, see the "Role Permissions" topic in
the System Security and User Management Guide.

What do you want to do?

Incident Navigate to the Context Lookup From the Incident Details view, see View

Responders, panel. Contextual Information.

ﬁnaiysts, Threat From the Alert Details view, see View
unters Contextual Information.

Incident Understand the information in the ~ See the information in this topic.

Responders, Context Lookup panel for a

Analysts, Threat selected entity.

Hunters

Administrator Configure Data Sources for See "Configure Data Sources for Context

Context Hub. Hub" in the Context Hub Configuration
Guide,
Administrator Configure Context Hub settings. See "Configure Context Hub Data Source

Settings" in the Context Hub
Configuration Guide.

Related Topics

¢ Investigate the Incident

e Reviewing Alerts
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Contextual Information Displayed in the Context Lookup Panel

The contextual information or query results displayed in the Context Lookup panel depends on the
selected entity and the associated data sources. The Context Lookup panel has separate tabs for each of
the data sources. The tabs are: List data source, Archer, Active Directory, Incidents, Alerts, and REST
API. The following figure shows the Context Lookup panel for a selected entity in the Incident Details
view.

Incidents : 10.10 ¢] @ >

11/27/2023 08:59:26 am (8 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper... NEW
11/27/2023 08:58:29 am (9 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...
11/27/2023 08:57:46 am (10 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...

11/27/2023 08:49:26 am (18 minutes ago) ~ CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...

11/27/2023 08:48:12 am (19 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...

11/27/2023 08:47:25 am (20 minutes ago) ~ CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...

11/27/2023 08:39:16 am (28 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...

11/27/2023 08:37:52 am (29 minutes ago) ~ CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...

11/27/202308:37:03 am (30 minutes ago) ~ CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...

11/27/2023 08:28:53 am (38 minutes ago) ~ CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...

11/27/2023 08:27:32 am (40 minutes ago) ~ CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...

11/27/2023 08:26:54 am (40 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...

50 Incident(s) (First 50 Results) Time Window: 7 DAYS | Last Updated: a few seconds ago

The following table describes the data available on each tab and the supported entities.

Description Supported Entities

Displays all of the list data associated All entities
with the selected entity or meta value.
The result is sorted by the last updated

list.
Displays asset information along with IP, Host, and Mac
criticality ratings using the Archer data
source.
(Archer)
Displays all user information for the User

selected user.

©

(Active
Directory)
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E Displays the list of incidents associated ~ All entities

with the selected entity or meta value.
The result is sorted by newest incidents

(Incidents) to oldest incidents.
— Displays the list of alerts associated with ~ All entities
Q the selected entity or meta value. The
result is sorted by newest alerts to oldest
(Alerts) alerts.
Displays file reputation status for Filehash entities

Filehash entities.

&

(File Reputation)

Displays information for STIX data IP address, email address, domain,
sources. filename, URL's, and file hash.

) ©

Note: The context lookup for email
address and URL will be displayed
only if these metas are mapped.

Q
Navigate to (Admin) > System >
Investigation > Context Lookup.

Displays the list of REST APIs (enabled All entities
in Context Hub) associated with selected
REST API the entity.
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Lists Tab

The Context Lookup panel for Lists shows one or more lists associated with the selected entity or meta
value. The following figure is an example of the Context Panel for Lists, and the table describes the

fields.

B i ®

h | Top Suspicious IP Sources

Source and Destination IP address of bad |Ps Descrlptlon By admin | Updated 02/17/2023 05:51:44 am (13 days ago)

HEADER VALUE
COLUMN_2
COLUMN_1

username admin

domain domainLorg Last updated date [l Created date

Malicious User Details

Details of malicious login activities Descripﬁon By admin | Updated 02/16/2023 12:01:05 pm (14 days ago)

HEADER
COLUMN_2
COLUMN_1

username admin

domain domainl.org Last updated time

CSVIP

4 List(s) Count Time Window: ALL DATA | Last Updated: 5 minutes ago

Name The name of the list (defined while creating the list).

Description The description of the list (defined while creating the list).

Header Displays the metas available for the list.

Value Displays the values for each meta in the list.

Author The owner who created the list.

Created The date when the list was created.

Updated The date when the list was last updated or modified.

Count The number of lists in which the selected entity or meta value is available.
Time Window The time window based on the value set for the "Query Last" field in the

Configure Responses dialog. By default, all Lists data is fetched.

Last Updated The time when Context Hub fetched and stored the lookup data in cache.
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Archer Tab

The Context Lookup panel for Archer displays asset information along with criticality ratings using the
Archer data source for IP, Host, and Mac entities. The following figure is an example of the Context
Lookup panel for Archer, and the table describes each field.

Archer : 6611

Add/Remove from List Pivot to Investigate Pivot to Archer

CRITICALITY RATING

‘? High

INTERNAL IP ADDRESS
66.104.20.243

FACILITY
Kansas City Data Center

Criticality Rating

Risk Rating

Device Name
Host Name
IP Address
Device ID

Type

Facilities

RISK RATING DEVICE NAME
Medium APPSERV001

HOSTNAME

ftp.netwitness.com

DEVICE ID DEVICE TYPE
218049 Application Server

MAC ADDRESS
00:13:E8:AF:68:0F

BUSINESS UNIT DEVICE OWNER

Alberta,North American IT Shared kblack
Services,U.S. Finance

BUSINESS PROCESSES

Account Opening - HNW Client,HR
Hiring Procedures

The device operational criticality based on the applications it supports. The
criticality ratings can be set as Not Rated, Low, Medium-Low, Medium,
Medium-High, or High.

The calculated risk rating for the device based on the most recent assessment
and the average risk rating of facilities using the device. The risk rating can be
set as Severe, High, Medium, Low, or Minimal.

The unique name of the device.
The host name of the device.
The primary internal IP address of the device.

The automatically populated value that uniquely identifies the record across all
applications within the system.

The device type, for example, server, laptop, desktop, and others.

Links to records in the Facilities application that are related to this device.
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Business Unit Links to records in the Business Unit application that are related to this device.
For more than three business unit values, you can hover over the field to view
the values.

Device Owner The person who is responsible for the device and receives read and update
rights of the record.

Count The number of assets available.

Time Window The time window based on the value that is set for the "Query Last" field in

the Configure Responses dialog. By default, all data for Archer is fetched.

Last Updated The time when Context Hub fetched and stored the lookup data in cache.

Note: In the localized versions, only these twelve fields are displayed: Criticality Rating, Risk Rating,
Device Owner, Business Unit, Host Name, MAC Address, Facilities, IP Address, Type, Device ID,
Device Name, and Business Processes.

Active Directory Tab

The following figure is an example of a Context Lookup panel for Active Directory.

1= Active Directory : bcline

@ Add/Remove from List Pivot to Investigate

DISPLAY NAME EMPLOYEE ID PHONE EMAIL
F beline = 010 64 3 477 4000 bcline@abc.com

z5  AD USERID JOB TITLE MANAGER GROUPS
bcline QE Manager CN=mary,CN=Users,DC=contaxt,DC=local

COMPANY DEPARTMENT LOCATION LAST LOGON
Dell Emc RSA Brentford London GB TW83AN 08/22/2017 10:44:52 am (7 days ago)

LAST LOGON TIMESTAMP DISTINGUISHED NAME
08/22/2017 10:44:51 am (7 days ago) CN=bcline,CN=Users,DC=context,DC=local

1 User(s) (First 20 Results) Time Window: ALL DATA | Last Updated: (2 minutes aga)

The Context Lookup panel for Active Directory displays all the related information, incidents, and alerts
for a user. You can perform a look up using the following formats:

 userPrincipalName
¢ Domain\UserName

¢ sAMAccountName

The following information is displayed for Active Directory.
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o o

Display Name
Employee ID
Phone

Email

AD User ID
Job Title
Manager
Groups
Company
Department
Location

Last Logon

Last Logon TimeStamp
Distinguished Name
Count

Time Window

Last Updated

Alerts Tab

The name of the user.

The employee ID of the user.

The phone number of the user.

The email ID of the user.

The unique identification of the user within an organization.
The designation of the user.

The name of the user's manager.

The list of groups of which the user is a member.

The name of the user's company.

The department name to which the user belongs within the organization.
The location of the user.

The time when the user logged into the system, only if the Global Catalogue
is defined.

The time when the user logged into the system.
The unique name assigned to the user.
The number of users.

The time window based on the value that is set for the "Query Last" field in
the Configure Data Source Settings dialog. By default, all data for Active
Directory is fetched.

The time when Context Hub fetched and stored the lookup data in cache.

The following figure is an example of Context Panel for Alerts that is displayed based on time first
(Newest to Oldest) and then severity.
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Alerts: 1

[} Add/Remove from List Pivot to Investigate Pivot to Archer
Q

CREATED SEVERITY NAME SOURCE # EVENTS INCIDENT ID

11/27/2023 09:08:43 am (afew secondsa... 90 Event Stream Analysis 2
11/27/2023 09:07:53 am (a minute ago) 90 Event Stream Analysis 2
11/27/2023 08:59:23 am (9 minutes ago) 90 Event Stream Analysis

11/27/2023 08:58:24 am (10 minutes ago) 90 Event Stream Analysis

11/27/2023 08:57:37 am (11 minutes ago) 90 Event Stream Analysis

11/27/2023 08:49:18 am (20 minutes ago) 90 Event Stream Analysis
11/27/2023 08:48:07 am (21 minutes ago) 90 Event Stream Analysis
11/27/2023 08:47:17 am (22 minutes ago) 90 Event Stream Analysis
11/27/2023 08:39:07 am (30 minutes ago) 90 Event Stream Analysis
11/27/2023 08:37:50 am (31 minutes ago) 90 Event Stream Analysis

11/27/2023 08:36:59 am (32 minutes ago) 90 Event Stream Analysis

11/27/2023 08:28:47 am (40 minutes ago) 90 Event Stream Analysis @

50 Alert(s) (First 50 Results) Time Window: 7 DAYS | Last Updated: a few seconds ago

The following information is displayed in the Context Lookup panel for Alerts.

Description

Created The date and time when the alert was created.

Severity The severity value of the alerts.

Name The name of the alert. You can click the name to view the details of a specific
alert.

Source The alert source name from which the alert is triggered.

#Events The number of events associated with the alert.

Incident ID The ID of the incident (if any) with which the alert is associated. You can click

the ID to view the details of a specific alert.

Count The number of alerts. By default only the first 100 alerts are displayed. For
more information on how to configure the settings, see "Configure Context
Hub Data Source Settings" in the Context Hub Configuration Guide.

Time Window The time window based on the value set for the Query Last field in the
Configure Data Source Settings dialog. By default, the alert data for last 7 days
is fetched.

Last Updated The time when contextual data was last fetched from data source.

Incidents Tab

The following figure is an example of the Context Panel for Incidents, which is based on time first
(Newest to Oldest) and then priority status.
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Incidents: 10.105.58.173 ® ~
Add/Remove from List Pivot to Investigate Pivot to Archer
{0}
CREATED PRIORITY RISKSCORE  ID NAME STATUS ASSIGNEE ALERTS

11/27/2023 08:59:26 am (8 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper... NEW

11/27/2023 08:58:29 am (9 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...
11/27/2023 08:57:46 am (10 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...
11/27/2023 08:49:26 am (18 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...
11/27/2023 08:48:12 am (19 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...
11/27/2023 08:47:25 am (20 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...
11/27/2023 08:39:16 am (28 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...
11/27/2023 08:37:52 am (29 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...
11/27/2023 08:37:03 am (30 minutes ago) CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...

11/27/202308:28:53 am (38 minutesago) ~ CRITICAL 90 High Risk Alerts: ESA for PSR-ADV Juniper...

11/27/2023 08:27:32 am (40 minutes ago) ~ CRITICAL 90

High Risk Alerts: ESA for PSR-ADV Juniper.

High Risk Alerts: ESA for PSR-ADV Juniper... @

Time Window: 7 DAYS | Last Updated: a few seconds ago

11/27/2023 08:26:54 am (40 minutes ago) CRITICAL 90

50 Incident(s) (First 50 Results)

The following information is displayed in the Context Lookup panel for Incidents.

Created The date when the incident was created.
Priority The priority status of the incidents.
Risk Score The risk score of the incidents.

ID

Name
Status
Assignee
Alerts

Count

Time Window

Last Updated

The Incident ID of the incident. You can click on the ID to display further
details about the incident.

The incident name.

The status of the incident

The current owner of the incident.

The number of alerts associated with the incident.

The number of incidents. By default only the first 100 incidents are displayed.
For more information on how configure the settings, see "Configure Context
Hub Data Source Settings" in the Context Hub Configuration Guide.

The time window based on the value set for the Query Last field in the
Configure Data Source Settings dialog. By default, the alert data for last 7 days
is fetched.

The time when contextual data was last fetched from data source.
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File Reputation Tab

The Context Lookup panel for File Reputation displays the file reputation status of a file.

File Reputation
Add/Remove from List Pivot to Investigate

REPUTATION STATUS SCANNER MATCH CLASSIFICATION PLATFORM CLASSIFICATION TYPE
Malicious 2 Win32 PUA

B CLASSIFICATION FAMILY
Psexec

1File Reputation Time Window: ALL DATA | Last Updated: 5 minutes ago

Reputation Status Reputation Status of filehash. For more information about reputation status,
see "View Reputation of files" in the UEBA User Guide,

Scanner Match Number of scanners that detected malware or suspicious activity in the last
scan.

Classification Platform Classification for the queried filehash based on the platform. For example, the
platform can be Win 32.

Classification Type Classification for the queried filehash based on the type.

Classification Family  Classification for the queried filehash based on the malware family name.

Tl Tab

The following figure is an example of a Context Panel for TI, and the table describes the information
displayed.
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TI:10.

Add/Remove from List Pivot to Investigate

r-Unknown)

@ Indicator Details

D TITLE
examplezIndicator-33fe3b22-0201-47cf-85d0-97c02164528d Example watchlist that contains IP information.

DESCRIPTION

@ Sample IP Address Indicator for this watchlist. This contains one indicator with a set of three |P addresses in the watchlist.

8 Q Observable

D
example:Observable-1c798262-adcd-434d-a958-884d6980c459

DESCRIPTION

1 Result(s) Time Window: ALL DATA | Last Updated: 18 days ago

Data Source name Displays the STIX data source name from where the data is retrieved.
Timestamp The time when the event was created.
Indicator Details Indicator Title: Displays the details that contains a pattern that can be

used to detect suspicious or malicious cyber activity.
ID: Displays the ID of the selected indicator.

Produced by: Displays the user role who requested for the STIX data.
Description: Displays details about the selected IP address which are
being watch listed.

Observable Observable Title: Displays and conveys information about cyber security
related entities such as files, systems, and networks using the STIX
Cyber-observable Objects (SCOs).

ID: Displays the ID of the selected observable.

(Optional) SightingsREST  Sightings Title: Displays the name of the sighting source.
Confidence: Displays the criticality of the sighting.
Reference: Displays the reference URL of the sighting source.

REST API Tab

The Context Lookup panel for REST API shows HTML or JSON response (based on the response type
configured) associated with the selected entity or meta value.
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Note: For JSON response type, the fields that are mapped with friendly names (during REST API
configuration) are only displayed for context Lookup. If you have not mapped any fields, all fields are
displayed for context lookup.

The following figure is an example of the Context Panel for REST API with JSON response:

REST API: 10.

Add/Remove from List
&

1 Result(s)

The follow

RES Pl

ing figure is an example of the Context Panel for REST API with HTML response:

‘ Add/Remove from List ‘ Pivot to Investigate

Sid 1-53346

« Rule Documentation
« References

Report a false positive

Rule Category

SERVER-WEBAPP -- Snort has detected traffic exploiting vulnerabilities in web based applications on servers.
Alert Message

SERVER-WEBAPP Microsoft Exchange Control Panel remote code execution attempt

Rule Explanation

This rule will look for attempts to execute arbitrary code via specially crafted requests to Microsoft's Exchange Control Panel web-application. Successful exploitation requires, however, that
attackers have access to valid credentials for an Exchange Server

‘What To Look For

This rule will fire on attempts to exploit a remote code execution vulnerability in Microsoft's Exchange Server's Exchange Control Panel.

Known Usage

No public information

False Positives

No known false positives
Contributors

Cisco Talos Intelligence Group
MITRE ATT&CK Framework

Tactic: Execution<

Show Remaining
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