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The Basics

This guide describes the basic requirements of a NetWitness Platform deployment and outlines optional
scenarios to address needs of your enterprise. Even in small networks, planning can ensure that all goes
smoothly when you are ready to bring the hosts online.

Note: This document refers to several additional documents available on RSA Link. Go to the Master
Table of Contents to find all RSA NetWitness Platform 11.x documents.

There are many factors you must consider before you deploy NetWitness Platform. The following items
are just some of these factors. You need to estimate growth and storage requirements when you consider
these factors

o The size of your enterprise (that is, the number of locations and people that will use NetWitness
Platform)

o The volume of network data and logs you need to process

o The performance each NetWitness Platform user role needs to do their jobs effectively.
o The prevention of downtime (that is, how to avoid a single point of failure).

o The environment in which you plan to run NetWitness Platform

m RSA Physical Hosts (software running on hardware supplied by RSA)
See the RSA NetWitness® Platform Physical Host Installation Guide for detailed instructions on
how to deploy RSA Physical Hosts.

m Software Only provided by RSA:

o On-Premises (On-Prem) Virtual Hosts
See the RSA NetWitness® Platform Virtual Host Installation Guide for detailed instructions on
how to deploy on-prem virtual hosts.

¢ VCloud:

o Amazon Web Services (AWYS)

See the RSA NetWitness® Platform AWS Installation Guide for detailed instructions on how
to deploy virtual hosts in AWS.

o Azure

See the RSA NetWitness® Platform Azure Installation Guide for detailed instructions on how
to deploy virtual hosts in Azure.

6 The Basics
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Basic Deployment

Before you can deploy NetWitness Platform you need to:
o Consider the requirements of your enterprise and understand the deployment process.

« Have a high-level picture of the complexity and scope of a NetWitness Platform deployment.

Process

The components and topology of a NetWitness Platform network can vary greatly between installations,
and should be carefully planned before the process begins. Initial planning includes:

o Consideration of site requirements and safety requirements.
o Review of the network architecture and port usage.

o Support of group aggregation on Archivers and Concentrators, and virtual hosts.

When ready to begin deployment, the general sequence is:
o For RSA Physical Hosts:

1. Install physical hosts and connect to the network as described in the RSA NetWitness® Platform
Hardware Setup Guides and the RSA NetWitness® Platform Physical Host Installation Guide.

2. Setup licensing for NetWitness Platform as described in the RSA NetWitness® Platform
Licensing Guide.

3. Configure individual physical hosts and services as described in RS4 NetWitness® Platform Host
and Services Getting Started Guide. This guide also describes the procedures for applying updates
and preparing for version upgrades.

o For On-Prem virtual hosts, follow the instructions in the RSA NetWitness® Platform Virtual Host
Setup Guide.

o For AWS, follow the instructions in the RSA NetWitness® Platform AWS Installation Guide.
o For Azure, follow the instructions in the RSA NetWitness® Platform Azure Installation Guide.
When updating hosts and services, follow recommended guidelines under the "Running in Mixed Mode"

topic in the RSA NetWitness Platform Host and Services Getting Started Guide.

You should also become familiar with Hosts, Host Types, and Services as they are used in the context of
NetWitness Platform also described in the RSA NetWitness Platform Host and Services Getting Started
Guide.
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NetWitness Platform High-Level Deployment Diagram

The following diagram illustrates a basic, multi-site NetWitness Platform Deployment.

VPN Server

Remote Desktop Protocol

Live Connection i
1 Corporate Network |} ~

DMZ to Corporate
Network Firewall
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RSA NetWitness Platform Detailed Host Deployment Diagram

The following diagram is an example of a NetWitness Platform deployment hosted on physical or virtual
machines. For instructions on how to install NetWitness Platform see the Physical Host Installation
Guide, Virtual Host Installation Guide, AWS Installation Guide, or Azure Installation Guide. Go to the
Master Table of Contents to find all RSA NetWitness Platform 11.x documents.

Deployment by Category

Administrative and platform services: Ca Cific Component services

ti ok Hybrid
M R
- - Security Source

NetWitness Server
{Warm Stand by )

Analyst Ul

Analyst User Interface NetWitness Server

(Active)

Log Collector

Broker Malware Analysis Archiver Health & Wellness Beta
: i [Virtual Host Only)

Hybrid Options for Logs and Network Data

Concentrator
Decoder

Endpaint Log Hybrid Log Hybrid Networ k Hybrid Concentrator

Remote Location

o
|

|

L

Remote Colle ctorJ

<category> Category residing on a physical orvirtual host

ESA Secondary

o service or Services in each category

Install from command line only. See RS54 NetWitness Platform W reho use Connector Configuration Guide forinstnuctions.

path for log and packet hybrid host options

—  ——  — Remotelocation, The Remote Collector is shvays a virtual host so it is often referred to as the Virtual Log Collector (VLC).
— + — -« — : — - - Endpoint Log Hybrid
——— — —— — Deploymentoptions ‘Warehause Connector
Endpoint Log Hybrid(s|*  Youcan deploy muktiple Endpoint Log Hybrids. (Command Line Install)
End point Broker® f you deploy more than 1 Endpoint Log Hyb fid, youneed to deploy an Endpoint Broker on the Brokerhost,
endpoint on Log Decoder  oucan instzll Endpoint on any host with Log Decoderinstalled (standalone or hybrid).

Analyst Ul Deicated service categories: You can ins

Il Broker, Concentrator, Investigate, Reporting Engine, Respond on Analyst U1 host,

Health & Wellness Beta  Deployed on virtual host only. indudes Elasticsearch, Kibana, and Metrics Server. Enables all hosts to send metrics to Elasticsearch.
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Deployment Options

You deploy RSA NetWitness Platform with the following options.

Analyst User Interface
Group Aggregation
Health & Wellness Search (Beta Version for Virtual Host Only)

Hybrid Categories on the NW Server
Second Endpoint Server
Warm Standby NW Server

NW Server Deployment on ESA Hardware

See Deployment Optional Setup Procedures for instructions.

10
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Deployment Optional Setup Procedures

Analyst User Interface

Group Aggregation

Health and Wellness Search (Beta Version for Standalone Virtual Host Only)
Hybrid Categories on Series 6 (R640) Hardware

NW Server Deployment on ESA Hardware

Second Endpoint Server

Warm Standby NW Server

Analyst User Interface

The Analyst User Interface (UI) gives you access to a subset of features in the NetWitness Platform UI
that you can set up in individual locations when you deploy NetWitness Platform in multiple locations. It
is designed to reduce latency and improve the performance that can occur when accessing all
functionality from the Primary User Interface on the NW Server Host (Primary UI).

You can have can have multiple Analyst UI instances provisioned in the same manner as the other NW
component hosts

Features and Limitations

Each Analyst UI host:

o Can be deployed to specific organizational groups. For example: the Americas, EMEA, APAC, Tier 1
Analysts, Tier 3 Analysts.

o If Analyst UI hosts are deployed regionally, you have the capability of querying those regional brokers
directly (less latency), instead of than having to route through the Primary UL

o Helps distribute load off the Primary UI.
o Has its own Reporting Engine (RE).

« If it becomes unavailable for any planned or unplanned reason, it will not affect the Primary UI or any
other Analyst Ul instances.

o Provides the same pre-query filter verification, Data Privacy protection, and RBAC functionality as
the Primary UI.

o Points back to the primary NW Server for authentication and configuration.

o Does not have access to any administrative functions. All administration functions take place on the
Primary UL

o Does not allow you to create or manage Content (that is, ESA rules, app rules, feeds). All Content
creation and management takes place on the Primary UI.

Deployment Optional Setup Procedures 11
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Use Case

Large environments that include Geo distribution with a single data center and multiple NW Servers
require Analyst Ul instances in all their NetWitness locations or managed entities.

For example, if an Analyst Ul is deployed for the EMEA SOC team, analysts can query their EMEA
NetWitness Platform hosts directly. If the EMEA team has Broker hosts and Concentrator hosts within
the region, the Analyst UI can connect and query them instead of connecting back to Primary user
Interface (Primary UI).

Deployment

You must install the Analyst Ul service category on a dedicated host and you install it in the same
manner as any component service category on a host.

See the "Task 2 - Install 11.4 on Other Component Hosts" in the RSA NetWitness Platform Installation
Guides for instructions on how to install any component service. Go to the Master Table of Contents to
find all RSA NetWitness Platform 11.x documents.

After you provision the Analyst UI host (that is after you run the nwsetup-tui for the component host
designated for the Analyst UI), complete the following steps to install the Analyst Ul service category
on the provisioned host.
1. Log into NetWitness Platform and go to ADMIN > Hosts.

The New Hosts dialog is displayed with the Hosts view grayed out in the background.

Note: If the New Hosts dialog is not displayed, click Discover in the Hosts view toolbar.

2. Select the host in the New Hosts dialog and click Enable.
The New Hosts dialog closes and the host is displayed in the Hosts view.

3. Select that host in the Hosts view (for example, Analyst UT) and click & Install @
The Install Services dialog is displayed.

12 Deployment Optional Setup Procedures
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4. Select Analyst UI in Category and click Install.

RSA RESPOND INVESTIGATE MONITOR CONFIGURE ADMIN

Hosts “ervices Event Sources Endpoint Scuices Health & Wellness  System  Security

Groups | Hosts 1
+ 4] s Insta E Update © é Discover CE Reboot Host Filte X
Name Host . . ersion Status
Install Services
Log Hybrid Up-to-Date
Select the appropriate category and click Install to complete the
] NW Server Ip-ad| installat process. If you select and install the wrong category, Up-to-Date
you must reimage the host.
] Network Hybrid a4 viersion: 11.4.0.0 Hardware - Up-to-Date
virtua
Platform: )
" AnalystUl Ip-a Installing --Analyst Ul
Category:
| Page 1 | of1 | | O Analyst Ul Displaying 1 - 4 of 4
Archiver
R SA NETWITNESS PLATFORM sroker
New Hosts Concentrator
New Hosts
Endpoint Broker
Endpoint Log Hybrid

Public Key Hash

ESA Primary

public-key
ESA Secondary

Log Collector

Log Decoder

Log Hybrid

Malware Analysis -

Install Services

the installation process. If you select and install the wrong -
category, you must reimage the host.
Version: 11.4.0.0 Hardware
N virtua
Platform:

Category: Analyst U hd
The following service(s) will be installed on this host:

s Investigate Server

= Broke

= NetWitness Ul

= Reporting Engine

= Respond Server

5. Configure NetWitness Platform for each Analyst UI instance.Go to the Master Table of Contents to
find all RSA NetWitness Platform 11.x documents.

a. Make sure that each Analyst Ul instance is connected to the correct local Reporting Engine and
has the appropriate Investigation parameters set. The Getting Started Guide for RSA NetWitness
Platform 11.4 describes the default Analyst Ul Dashboard and how you manage dashboards.

Note: You must add data sources to each Reporting Engine instance to execute Reports and
Charts on an Analyst UI. See "Configure the Data Sources" in the Reporting Engine
Configuration Guide for RSA NetWitness Platform 11.4 for instructions.

b. Configure whether to normalize alerts for any Respond Server (NW Server or Analyst UI) by

Deployment Optional Setup Procedures 13


https://community.rsa.com/docs/DOC-81328

Deployment Guide

enabling or disabling alert normalization. "Configure Analyst UI for Respond Server Alert
Normalization" in the NetWitness Respond Configuration Guide for RSA NetWitness Platform
11.4 tells you how to configure Respond Server alert normalization for the Analyst Ul.

Group Aggregation

You use Group Aggregation to configure multiple Archiver or Concentrator services as a group and
share the aggregation tasks between them. You can configure multiple Archiver services or Concentrator
services to efficiently aggregate from multiple Log Decoder services to improve query performance on
the data:

o Stored in the Archiver.

o Processed through the Concentrator.

RSA Group Aggregation Deployment Recommendations
RSA recommends the following deployment for Group Aggregation:
e 1-2Log Decoders

e 3 -5 Archivers or Concentrators

Advantages of Using Group Aggregation

o Increases the speed of RSA NetWitness® Platform queries.
o Improves the performance of aggregate queries (Count and Sum) on the environment.
o Enhances investigation service performance.

o Gives you the option of storing data for a longer duration for investigation purposes.

14 Deployment Optional Setup Procedures
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The following diagram illustrates Group Aggregation.
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You can have any number of Archivers or Concentrators grouped together and form an aggregation
group. The Archiver or Concentrator services in the group divide all the aggregated session between
them based on the number of sessions defined in the Aggregate Max Sessions parameter.

Deployment Optional Setup Procedures
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For example, in an aggregation group containing two Archiver services or two Concentrator services
with the Aggregate Max Sessions parameter, set to 10000 the services would divide the session between
themselves as illustrated in the following table.

Archiver 0 or Concentrator 0 | Archiver 1 or Concentrator 1

1-9,999 10,000 - 19,999
20,000 - 29,999 30,000 - 39,999
40,000 - 49,999 50,000 - 59,999

Configure Group Aggregation

Complete this procedure to configure multiple Archiver or Concentrator services as a group and share
the aggregation tasks between them.

Prerequisites

Plan the network design for group aggregation. The following figure is an example of a group
aggregation setup.

P BROKER

—

Group Aggregation

. ARCHIVER CONCENTRATOR ARCHIVER/CONCENTRATOR ARCHIVER /CONCENTRATOR

Grmlp Name = testgroup Group Name = testgroup Group Name = testgroup
Size=3 Size=3 Size=3
Member Number = 1 Member Number = 2

Member Number = 0
Member!hlp Mode = New Membership Mode = New Membership Mode = New

= \/ f
\\ //\ [

/ LDG DECODER / \ \ LOG DECODER 3

Data Ingest Data Ingest

Ensure that you understand the Group aggregation parameters in the following table, and create a group
aggregation plan.
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Group Name It determines the group to which the Archiver or Concentrator belongs.
You can add any number of groups aggregating data from a Log Decoder. The Group
Name parameter is used by the Log Decoder to identify which Archiver or
Concentrator services are working together. All Archiver or Concentrator services in
the group should have the same group name.

Size It determines the number of Archiver or Concentrator services in the aggregation group.
Member It determines the position of the Archiver or Concentrator in the aggregation group. For
Number a group of size N, member number from 0 to N-1 must be set on each of the Archiver

or Concentrators services in the aggregation group.

For example: If the size of the aggregation group is 2, the member number of one of
the Archiver or Concentrator service should be set to 0 and the member number of the
other Archiver or Concentrator should be set to 1.

Membership There are two membership modes:

Mode . . : .
o New: Adding a new Archiver or Concentrator service as a member to the existing

aggregation group or creating an aggregation group. The Archiver or

Concentrator service does not aggregate any existing sessions from the service as
other members of the group would have already aggregated all the sessions on the
service. This Archiver or Concentrator service will only aggregate new sessions as
they appear on the service.

o Replace: Replacing an existing aggregation group member. The Archiver or
Concentrator will begin aggregation from the oldest session available on the service
it is aggregating from.

Note: Membership mode parameter has an effect only when no sessions have been aggregated from
the service. After some sessions are aggregated, this parameter has no effect.

Set up Group Aggregation

This workflow shows the procedures you complete to configure group aggregation.

You are here

Verify & Edit
System

Configure the Configure

|

|

| .
Aggregation Aggregate | Configure Group Start and Stop

|

|

1

|
|
|
Configuration Aggregation | Aggregation
I
|
]

Process Services
Parameters

Complete the following steps to set up group aggregation.

1. Configure multiple Archiver or Concentrator services in your environment. Make sure that you add
the same Log Decoder as data source to all the services.

2. Perform the following on all the Archiver or Concentrator services that you want to be part of
aggregation group:
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Go to Admin > Services.

Select the Archiver or Concentrator service, and in the Actions column, select View > Config.

The Service Config view of the Archiver or Concentrator is displayed.

In the Aggregate Services section, select Log Decoder.

Click @ Toggle Service

Click Z

The Edit Aggregate Service dialog is displayed.

Edit Aggregate Service

4 Group Aggregation

Meta Filter |SEERI

Meta ~

0s -
access.point

action

ad.computer.dst

ad.computer.src

ad.domain.dst

ad.domain.src

ad.username.dst

oo oooooooo

ad.username.src -

Cancel Save

Click 4 Group Aggregation

The Edit Group Aggregation dialog is displayed.

Edit Group Aggregation

Enabled 4
Group Name testgroup
Size 3
Member Number 0

Membership Mode =

Cancel

to change the status of the Log Decoder to offline if it is online.

Select the Enabled checkbox and set the following parameters:

18
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o In the Group Name field, type the group name.

o In the Size field, select the number of Archiver or Concentrator services in the aggregation
group.
o Inthe Member Number field, select the position of the Archiver or Concentrator in the
aggregation group.
e Inthe Membership Mode drop-down menu, select the mode.
h. Click Save.
i. Inthe Service Config View page, click Apply.
j. Perform Step b to Step i on all other Archiver or Concentrator services that need to be part of
group aggregation.
3. Inthe Aggregation Configuration section, set the Aggregate Max Sessions parameter set to 10000.

RS/\ Respond Inves Monitor  Co Admin
HOSTS  SERVICES eV s enppo S HEALTH & WELLNESS
£ Change Service | I Concentrator |  Config ©
General Files Data Retention Scheduler ~ Correlation Rules  Appliance Service Configuration
ggregate >ervi oreg iourati
Aggregate Services Aggregation Configuration
+ = [Z % editservice ® Toggle Service | ® Stop Aggregation Name Config Value
= Aggregation Settings
Address Port Rate Max Behind Meta Fields Filter Meta Include Grouped Status
o B . Aggregate Autostart %
031.125.245 50004 [ 0 0 no consuming =
5 gate Hours
™ 10.31.125.246 s0002 0 o 0 yes® offline ate Hou 0
Aggregate Interval 10
Aggregate Max Sessions 10000

 Service Heartbeat

Heartbeat Error Restart 300
Heartbeat Next Attempt 60
Heartbeat No Response 180

System Configuration

Name Config Value
Compression

Port 50005
SSLFIPS Mode ~
SSLPort 56005

Stat Update Interval 1000
Threads 20

NETWITNESS SUITE
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Health and Wellness (BETA for Standalone Virtual Host Only)

You deploy the Health & Wellness (BETA) on a dedicated, virtual host. It includes Elasticsearch,
Kibana, and Metrics Server and enables all hosts in your deployment to start sending metrics to
Elasticsearch. After you deploy Health & Wellness (BETA), see the "NetWitness Health and Wellness
(BETA)" topic in the System Maintenance Guide for instructions how to configure and use this feature.

This is a BETA of this feature and it is not completely implemented in 11.4 (for example, Health &
Wellness BETA does not have integrated authentication to Kibana and it cannot post alerts to output
actions). Please direct any Health and Wellness Beta feedback to
nw.health.wellness.feedback@rsa.com.

Note: You can only deploy Health & Wellness Search (BETA) on a dedicated, virtual host.

After you provision the Health & Wellness host (that is after you run the nwsetup-tui for the component
host designated for the Health & Wellness), complete the following steps to install the Health and
Wellness Beta service category on the provisioned host.

1. Log into NetWitness Platform and go to ADMIN > Hosts.
The New Hosts dialog is displayed with the Hosts view grayed out in the background.

Note: If the New Hosts dialog is not displayed, click Discover in the Hosts view toolbar.

2. Select the host in the New Hosts dialog and click Enable.
The New Hosts dialog closes and the host is displayed in the Hosts view.

3. Select that host in the Hosts view (for example, Health and Wellness Beta) and click & Install &,
The Install Services dialog is displayed.

20 Deployment Optional Setup Procedures
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4. Select Health and Wellness Beta in Category and click Install.

RSA RESPOND INVESTIGATE MONITOR

Hosts

3 install {8 Update

Host

Sai NW Server Ip-address
™ Health&WellnessaBeta Ip-address

Public Key Hash

public-key

5. Refresh all hosts to write to elastic search.

a. SSH to the NW Server host.

b. Run the following commands.

CONFIGURE

ADMIN

q} Discover & Reboot Host

Services  Current Version Update Version

Install Services

Select the appropri

11.4.00

Version:

Category:

nw-manage --refresh-host --host-all
This may take 30-45 minutes for the changes to take effect based on the number of hosts in your

deployment.

installation process. If you select and install the wrong category,

you must reimage the host.

o

(7

kﬁj admin

Status
11.0.0.0 Up-to-Date
11.0.0.0 Installing — Health and Wellnes

Up-to-Date
s6-ephybrid

11.0.0.0

ate category and click Install to complete the

Hardware
Platform:

virtua

ESA Primary
ESA Secondary
Health and Well
Beta

Log Collector

Log Decoder
Log Hybrid
Log Hybrid -
Retention

Malware Analysis
Network Decoder
Network Hybrid
UEBA

Note: After you review your initial datastore configuration, you may determine that you need to add a
new volume. For information on adding a new volume see “Add New Volume and Extend Existing
File Systems” topic in the Virtual Host Installation Guide.

Hybrid Categories on Series 6 (R640) Hardware

You can install Hybrid Categories such as Log Hybrid and Network (Packet) Hybrid service categories
on a Series 6 (R640) Physical host. This gives you the ability to attach multiple PowerVault external
storage devices to the Series 6 (R640) Physical host.

Deployment Optional Setup Procedures
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NW Server Deployment on ESA Hardware

You now have the option to deploy the NW Server host on Series 6 Analytics hardware. The Series 6
Analytics Hardware has more memory and storage capacity than the standard Core appliance on which
NW Server has typically been deployed. This results in better overall responsiveness and larger retention

capacity for Report Engine.

Note: You can install the NW Server on ESA Hardware, but you cannot co-locate any ESA services
(categories) with the NW Server on this hardware.

22 Deployment Optional Setup Procedures
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Second Endpoint Server

Complete the following procedure to deploy a second Endpoint Server.

1.

Set up a new host in NetWitness Platform.

o For a physical host, complete steps 1 to 14 inclusive in the in "Task 2 - Install 11.4 on Other
Component Hosts" under "Installation Tasks" of the Physical Host Installation Guide. Go to the
Master Table of Contents to find all RSA NetWitness Platform 11.x documents.

o For a virtual host, follow the instructions in the Virtual Host Installation Guide in "Task 2 - Install
11.4 on Other Component Hosts" under "Step 4. Install RSA NetWitness Platform."

SSH to the host that you set up in step 1.

Submit the following command string.
mkdir -p /etc/pki/nw/nwe-ca

Note: You do not need to modify permissions.

Copy the following two files from the previously deployed endpoint server to the new/second

endpoint server:
/etc/pki/nw/nwe-ca/nwerootca-cert.pem
/etc/pki/nw/nwe-ca/nwerootca-key.pem

Install Endpoint on the host.

a. Log into NetWitness Platform and go to ADMIN > Hosts.
The New Hosts dialog is displayed with the Hosts view grayed out in the background.

Note: If the New Hosts dialog is not displayed, click Discover in the Hosts view toolbar.

b. Select the new host in the New Hosts dialog and click Enable.
The New Hosts dialog closes and the host is displayed in the Hosts view.

c. Select that host in the Hosts view (for example, Endpoint Server II) and click & M5l
The Install Services dialog is displayed.

d. Select Endpoint in Host Type and click Install.
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Warm Standby NW Server Host

The Warm Standby NW Server duplicates the critical components and configurations of your active
(primary) NW Server Host to increase reliability.

A secondary NW Server remains in the standby role and, when configured, receives backups of the
primary NW Server in the active role at regular intervals. If the primary NW Server fails (goes offline),
the fail-over procedure must be executed to allow the secondary NW Server to assume the active role.

When you set up a secondary NW Server as a Warm Standby, a failure or scheduled switch from the
primary NW Server to the secondary NW Server is referred to as a fail-over. You fail back to return to
the normal operating state (that is, the primary NW Server in the active role and the secondary NW
Server in the standby role).

The following diagram illustrates the fail-over and fail-back process.

1. Set up secondary NW Server as standby (initial setup). This is the normal operating state.

2. The primary NW Server fails over to the secondary NW Server. After the fail-over, get the
primary NW Server back online and set it up in the standby role. This is a temporary operating
state.

3. Fail the secondary NW Server back to the primary. The primary NW Server is back to the
active role and secondary is back to the standby role. This is the normal operating state.

Set Up High Availability Set Up Primary as Standby So Secondary Can Fail Backtolt Secondary Fails Back to Primary NW Semver
{Normal Operating State) {Temporary Operating State) Q a
Q_ R — _Q Primary* NW Server Secondary® NW Server
. Qf I — 4@ (Role= Active) (Fails Back]
Primary* Nww Secondary® NWServer MNewiy provisioned hastar
(Role= Active) (Role=Standby} Secondary® NW Server PR, ariginl host back ariline.
({Role= Active] [Role = Standby) o 5
Fail Over From Primary to Secondary NW Server = ;E\::‘ - P"'i"Bag I:‘tg‘]":ﬁ ranl::l ?g;g:g :&:‘)‘W
mc:{r::;y:::;t}!w Prim{aFr:iTsl‘\;\:;S}Ew Primary® NW Server Secondary® NW Server

(Rale=Active) (Role= Standiy)

# Primany K Senier has primany REA Hetiitness Pladfonm loemse.
* Secandany NW Server has secandary RSA NtV Eness Platiarm license.

IMPORTANT: During a fail-over, if possible, assign the same IP address as the primary NW Server
to the secondary NW Server so it can assume the active role. If you cannot use the same [P address
for the secondary NW Server, you will need to follow the steps in Fail Over Primary NW Server to
Secondary NW Server with Different IP Address.

Procedures
Complete the following task to set up a secondary NW Server in the standby role for fail-over:

o Setup a secondary NW Server in the standby role.

Complete the following tasks when required to maintain high availability.

« Fail over the primary NW Server to secondary NW Server.

o Fail back the secondary NW Server to primary NW Server.
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Planned Fail-Over Scenario

This scenario occurs when you schedule a fail over (see Planned Fail-Over under step 3 in the Fail
Over primary NW Server to Secondary NW Server procedure). You should not need do anything after
the fail-over completes.

Required Fail-Over Scenario without Hardware Replacement

This scenario occurs when the primary NW Server fails (see Required Fail-Over under step 3 in the Fail
Over Primary NW Server to Secondary NW Server topic), but you are able to recover it easily without
re-imaging (for example, the active NW Server has corrupt or insufficient RAM). You do not need to run
the nwsetup-tui and you do not need to contact Customer Support to reestablish correct licensing
when:

1. The active (primary NW Server) fails over to the Standby (secondary NW Server) and that
secondary host temporarily assumes the role of the active NW Server.

2. You fix the problem with the primary NW Server (for example, install new RAM) and fail back to it
from the secondary host.

Required Fail-Over Scenario with Hardware Replacement

This scenario occurs when the active NW Server completely fails and the hardware requires
replacement, for example, you receive a Return Merchandise Authorization (RMA). You need to
reconfigure the host with the nwsetup-tui script and contact Customer Support
(https://community.rsa.com/docs/DOC-1294) to reestablish licensing. If you choose to rebuild the
replacement host as a temporary standby (for example, until your scheduled fail-back occurs), you must
answer "Yes" to the Standby Host Recovery Mode nw-setup-tui prompt when configuring this
temporary standby for failing back (see step 4 in the Set Up Secondary NW Server in Standby Role
procedure for the context of this prompt).
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Set Up Secondary NW Server in Standby Role

1. Before you install a secondary NW Server host for the standby role, make sure that:
a. The primary NW Server is running 11.4.

b. All component hosts are running 11.4
If you are:

o Installing NetWitness Platform 11.4, follow the instructions in the RSA NetWitness Platform
Physical Host Installation Guide for Version 11.4.

o Updating from 11.x to 11.4, follow the instructions in RSA NetWitness Platform Update Guide
for Version 11.x to 11.4.

Go to the Master Table of Contents to find all RSA NetWitness Platform 11.x documents.
2. Create a base image on the secondary NW Server:

a. Attach media (ISO) to the host.
See the RSA NetWitness Platform Build Stick Instructions for more information.

o Physical media - use the ISO to create bootable flash drive media (the Etcher®) or another
suitable imaging tool to etch a Linux file system on the USB drive. See the RSA NetWitness®
PlatformBuild Stick Instructions for information on how to create a build stick from the ISO.
Etcher is available at: https://etcher.io.

o iDRAC installations - the virtual media type is:
 Virtual Floppy for mapped flash drives.
o Virtual CD for mapped optical media devices or ISO file.
b. Log in to the host and reboot it.

Tue Sep 19 13:27:15 on tiyl
[rootlsaserver T 18 reboot
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C.

Select F11 (boot menu) during reboot to select a boot device and boot to the connected media.
After some system checks during booting, the following Welcome to RSA NetWitness

Platform 11.4 installation menu is displayed. The menu graphics will render differently if you
use a physical USB flash media.

Test this media & install RSA Netwitness FPlatform 11.4

Troubleshe

Fress [Tabl to edit options

Select Install RSA NetWitness Platform 11.4 (default selection) and press Enter.
The Installation program runs and stops at the Enter (y/Y) to clear drives prompt that asks you
to format the drives.

RAID controller: 8%

» to this prompt
vy seebdarn i g e
arded, this

torage

No r

Assuming thi

Upgrade cannot -
If you had in ded to upc e please quit and

contact support

Enter (] to Quit or R Re tall, Reinstalling in 128 sec

The current

for the sele

The system will &

If upgrading please wai

Enter (usY)
NOTE: thi
=D iscard ing

Clearing drive conf iguration in 34 seconds,
Ilgnore or answer no to this prompt after restarting

Caution: You must respond y or Y to this prompt even if the host does not have an internal
RAID configuration or the installation will fail.
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e. Type Y to continue.
The default action is No, so if you ignore the prompt and it will select No in 30 seconds and will
not clear the drives. The Press enter to reboot prompt is displayed.

7 U

Clearing driy onf iguration in s .T»<DEL> to cancel

Ignore or r no to t

The system displays the all installation tasks it is performing. This can take a minute or so.After
it completes the tasks, the installation program reboots the host.

Caution: Do not reboot the attached media (media that contains the ISO file, for example a
build stick).

CentDS Linux
Kernel 3.18.8-1¢ 1.el?.x86_64 on an x86_6H4

MWAPPL IANCESB78 login:

f. Log in to the host with the root credentials.

2. Run the nwsetup-tui command.

Note: 1.) When you navigate through the Setup program prompts, use the down and up arrows to
move among fields, use the Tab key to move to and from commands (such as <Yes>, <No>,
<OK>, and <Cancel>. Press Enter to register your command response and move to the next
prompt.

2.) The Setup program adopts the color scheme of the desktop or console you use access the host.
3.) During the Setup program, when you are prompted for the network configuration of the host, be
sure to specify the same network configuration that was used for the original installation of 11.x on
this host (it must be exactly the same).

This initiates the nwsetup-tui (Setup program) and the EULA is displayed.

By clicking “Accept”, you (the “Customer”) hereby agree, on behalf of your
company or organization, to be bound by the terms and conditions of the
End User License Agreement (the “EULA") located at
https://www.rsa.com/content/dam/rsa/PDF/shrinkwrap-license-combined.pdf
with RSA Security LLC (“RSA”, or appropriate affiliate entity in the
relevant jurisdiction). In addition, Customer hereby agrees and
acknowledges that, if Customer chooses to host its data with any third
party or in a public cloud environment, RSA has no responsibility for the
storage or protection of any Customer data or for any associated security
breach notifications. The terms herein and in the EULA shall supersede any
relevant terms in any other agreement between the Customer and RSA. For
customers of the RSA NetWitness® products, all data analyzed in connection
herewith shall be at a cost to Customer based on RSA’s then current

92% 1
<Decline>
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3. Tab to Accept and press Enter.
The Is this the host you want for your 11.4 NW Server prompt is displayed.

Your response to this prompt identifies a host as either the primary or secondary during a fresh install
(and the selected response stays constant regardless of the current or future role, that is active or
standby of the host).

4. Tab to Yes and press Enter.
The Install or Recover prompt is displayed.

5. Tab to 3 Install (Warm Standby) and press Enter.
The Standby Host Recovery Mode prompt is displayed.

6. Tab to:

o No and press Enter to set up a secondary NW Server with the standby role (most common
scenario).

e Yes and press Enter to set up a host that was previously used as a primary NW Server with the
standby role so you can execute a fail-over and fail-back (less common scenario).

The NW Active Server IP Address prompt is displayed.
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7. Type the IP Address of the NW Server in the active role, tab to OK, and press Enter.
The Host Name prompt is displayed

Caution: If you include

nmn

in a host name, the host name must also include a valid domain name.

30
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8. Press Enter if want to keep this name. If not edit the host name, tab to OK, and press Enter to
change it.
The Master Password prompt is displayed.

Note: You must use the same Master and Deploy Admin credentials fot the Warm Standby NW
Server Host that you used for the Active NW Server Host.

The following list of characters are supported for Master Password and Deployment Password:
o Symbols : ! @ # % " +
o Lowercase Characters : a-z

o Uppercase Characters : A-Z

No ambiguous characters are supported for Master Password and Deployment Password. For
example: space { } [ ()/\'" " ~;:.<>-

9. Type the Password, down arrow to Verify, retype the password, tab to OK, and press Enter.
The Deployment Password prompt is displayed.

El e A i i i
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10. Type in the Password, down arrow to Verify, retype the password, tab to OK, and press Enter.
One of the following conditional prompts is displayed.

o If the Setup program finds a valid IP Address for this host, the following prompt is displayed.

Press Enter if you want to use this IP and avoid changing your network settings. Tab to Yes and
press Enter if you want to change the IP configuration found on the host.

o If you are using an SSH connection, the following warning is displayed.

Note: If you connect directly from the host console, the following warning will not be displayed.

Press Enter to close warning prompt.

o If the Setup Program found an IP configuration and you chose to use it, the Update Repository
prompt is displayed. Go to step 12 to and complete the installation.

o If the Setup Program did not find an IP configuration or if you chose to change the existing IP
configuration, the Network Configuration prompt is displayed.
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11. Tab to OK and press Enter to use Static IP.
If you want to use DHCP, down arrow to 2 Use DHCP and press Enter.
The Network Configuration prompt is displayed.

12. Down arrow to the network interface you want, tab to OK, and press Enter. If you do not want to
continue, tab to Exit.
The following Static IP Configuration prompt is displayed.
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13.

14.

Type the configuration values (using the down arrow to move from field to field), tab to OK, and
press Enter. If you do not complete all the required fields, an A11 fields are required error
message is displayed (secondary DNS Server and Local Domain Name ficlds are not required). If
you use the wrong syntax or character length for any of the fields, an Invalid <field-name>
error message is displayed.

Caution: If you select DNS Server, make sure that the DNS Server is correct and the host can
access it before proceeding with the installation.

The Update Repository prompt is displayed.

Press Enter to choose the Local Repo on the NW Server.
If you want to use an external repo, down arrow to External Repo, tab to OK, and press Enter.

o Ifyouselect 1 The Local Repo (on the NW Server) in the Setup program, make sure that you
have the appropriate media attached to the host (media that contains the ISO file, for example a
build stick) from which it can install NetWitness Platform 11.4.0.0. If the program cannot find the

attached media, you receive the following prompt.

34
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o If youselect 2 An External Repo (on an externally-managed server), the Ul prompts you for a

URL. The repositories give you access to RSA updates and CentOS updates. Refer to "Appendix
B. Create an External Repo" in the Physical Host Installation Guide for instructions on how to
create this repo and its external repo URL so you can enter it in the following prompt.

Enter the base URL of the NetWitness Platform external repo and click OK. The Start Install
prompt is displayed.

See "Set Up an External Repository with RSA and OS Updates" under "Hosts and Services
Procedures" in the RSA NetWitness Platform Hosts and Services Getting Started Guide for
instructions. Go to the Master Table of Contents to find all RSA NetWitness Platform 11.x
documents.

The Disable firewall prompt is displayed.

15. Tab to No (default), and press Enter to use the standard firewall configuration. Tab to Yes, and
press Enter to disable the standard firewall configuration.

If you select Yes, confirm your selection(select Yes again) or select No to use the standard firewall

configuration.
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16.

17.

The Start Install/Upgrade prompt is displayed.

Start Install/Upgrade =
A1l the required information has been gathered.

Select "1 Install Now" to start the installation
on this host.

! Install No

2 Restart

< Exit >

Press Enter to install 11.4 on the NW Server.
When Installation complete is displayed, you have installed the 11.4 NW Server on this host.

Note: Ignore the hash code errors similar to the errors shown in the following figure that are
displayed when you initiate the nwsetup-tui command. Yum does not use MDS5 for any security
operations so they do not affect the system security.

:11b(50) :B_HASH_init:cr new

due to action :nothing)

code for hash md5 was not found.

<module>

License the secondary NW Server.

a. Log in to the secondary NW Server User Interface, click ADMIN > System > Info, and note the
License Server ID under Version Information.

b. SSH to the primary NW Server.

c. Editthe /opt/netwitness/flexnetls/local-configuration.yaml file and add the
back up hostid (thatis, the License Server ID ).
This is an example of the section of the 1ocal-configuration.yaml file before you add the
License Server ID.
# Hostid of the backup server, if in fail over configuration.
#backup-hostid:
This is an example of the section of the 1ocal-configuration.yaml file after you add the

MAC address (for example, 000c2918c80d) of the Warm Standby NW Server Host.
# Hostid of the backup server, if in fail over configuration.
backup-hostid: "000c2918c804d"

d. Restart the fheserver service.
systemctl restart flexnetls-RSALM

36
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c.

(Conditional) If your NetWitness Platform deployment is prohibited from accessing the Internet
(Air Gap), you must:

i. Download the capability request from NetWitness Platform User Interface.
ii. Upload the request to FNO.
iii. Upload the response from FNO to the NetWitness Platform User Interface.

18. Schedule the backup of the primary NW Server and the copying of this backed-up data to the
secondary NW Server.

a.

b.

SSH to the primary NW Server.

Submit the following commands.
/opt/rsa/saTools/bin/schedule-standby-admin-data-sync -di <warm-standby-
admin-server-ip>

This backs up the primary NW Server data and copies the backup archive file to the secondary
NW Server daily for future fail-over use. It also schedules the backup and copy to execute on a
daily basis. You can display help for the schedule-standby-admin-data-sync script with
the following command string.
/opt/rsa/saTools/bin/schedule-standby-admin-data-sync —--help

This returns the following help to which you can refer to customize the host data backup (such as
backup frequency).

Schedule Data Synch between AdminServer and Standby AdminServer

Script also executes a synchronization each time.

Usage:
schedule-standby-admin-data-sync command [options]

Commands:

-h, --help Display Help

-d, --daily Schedule daily data synchronization

-w, --weekly Schedule weekly data synchronization

-c, --custom <crontab formatted> Schedule custom data synchronization

i.e. to schedule for midnight on 1st

- and 10th of the month: 'O 0 1,10 * *!

-i, --standby-ip <ip address> IP address of standby Admin Server

-v, —-verbose Enable verbose output
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Fail Over Primary NW Server to Secondary NW Server with Same IP
Address

Initially, the primary NW Server fails over to the secondary NW Server. When the primary NW Server
is back up, the secondary NW Server fails over to the primary NW Server, and that is referred to as a
fail-back. When it is possible for the secondary NW Server to have the same IP address as the primary
NW Server after failover, complete the following procedure to fail over from the primary NW Server to
the secondary NW Server.

1. SSH to the secondary NW Server.

2. Run the nw-failover script with the appropriate arguments. For example:
nw-failover --make-active --ip-address <active-nw-server-host-ip> --name

<primary-nw-server-hostname>

After the script completes, the following message is displayed.
*** Please update network ip and reboot host to complete the fail over

process ***
3. Update the CentOS network configuration to swap IP Addresses.
o Planned Fail-Over - primary NW Server did not fail:
a. SSH to the primary NW Server.
b. Assign an unused IP Address to the primary NW Server.

c. Run the fail-over script with the appropriate arguments to assign the standby role to the

primary NW Server. For example:
nw-failover --make-standby --ip-address <unused-ip-or-previous-
standby-ip> --name <previous-standby-nw-server-hostname>

d. Shut down the primary NW Server.
e. SSH to the secondary NW Server.

f. Assign the IP Address of the primary NW Server that you recorded to the secondary NW
Server.

o Required Fail-Over - primary NW Server failed:
a. SSH to the secondary NW Server.
b. Assign the IP address of the primary NW Server to the secondary NW Server.

Note: If you have a catastrophic failure, you may need to provision a new host or re-image
the primary NW Server and complete the Set Up secondary NW Server in Standby Role
procedure for this host to create a new primary NW Server so you can fail back to it.

4. Reboot the host.
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5. Make sure that the fail-over is set up correctly.

a.

SSH to the Standby NW Server.

b. Make sure that the Active NW Server:

i. Can resolve its uuid (Universal Unique Identifier).
source /usr/lib/netwitness/bootstrap/resources/nwcommon 2>/dev/null >

/dev/null
nslookup $ (getNodelID)

nslookup should return the current Active NW Server IP address.

ii. Matches the same IP address that was resolved in the previous step

Fail Over Primary NW Server to Secondary NW Server with Different IP
Address

If your secondary NW Server must have a different [P address from your primary NW Server, for
example, if the secondary NW Server is located in a different datacenter from the primary NW Server,
follow these steps to fail over from the primary NW Server to the secondary NW Server.

1. SSH to the secondary NW Server.

2. Run the failover script, providing the current IP address and host name of the secondary NW server:
nw-failover --make-active --ip-address <this-secondary-nw-server-ip> --name

<this-secondary-nw-server-hostname>
After the script completes, ignore the following message.
**%* Please update network ip and reboot host to complete the fail over

process ***

3. (Optional) If you want to swap the primary host with the secondary host, perform this step.

Note: If you are keeping the primary server up and running, you must complete this step.

a.

b.

SSH to the primary NW Server.

Run the fail-over script on the primary NW Server, using the appropriate arguments to assign the
standby role to the primary NW Server. For example:
nw-failover --make-standby --ip-address <primary-nw-server-IP address> -

-name <primary-nw-server—-hostname>

4. You have two options for configuring your NW Servers. Start by running the commands in step 4a. If
anything fails to run for these two commands on any NW Server systems, run the commands in step

4b.

a.

Run the following commands on the primary (formerly active) server (where <secondary-nw-
server-ip> is the former standby, now active, secondary NW Server):

e salt -C 'not G@master:127.0.0.1' cmd.run "netconfig --update-dns --dns
<secondary-nw-server—ip> && sed -Ei 's/"master:.*/master: <secondary-
nw-server—-ip>/g' /etc/salt/minion"
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e salt -C 'not G@master:127.0.0.1' cmd.run bg 'salt-call service.restart
salt-minion'

b. If the commands in step 4a fail on any NW Server system, run the following commands on each
component host:

e netconfig --update-dns --dns <secondary-nw-server-ip>

e sed -Ei 's/"master:.*/master: <secondary-nw-server-ip>/g'
/etc/salt/minion

e systemctl restart salt-minion

Follow the steps in the sections that apply to your environment, and then proceed to Component Host
Types to Reboot. If none of these sections apply to your environment, proceed directly to Component
Host Types to Reboot.

o VLC Using NAT IP address to connect to NW Server
« SSO

o Reporting Engine

o Analyst User Interface
- UCF

« PAM

- ECAT

VLC Using NAT IP address to connect to NW Server

If you are running a VLC that uses a NAT IP address to reach the NW Server, run the following
commands on the VLC component host:

e netconfig --update-dns --dns <NAT-ip-address>
e sed -Ei 's/"master:.*/master: <NAT-ip-address>/g' /etc/salt/minion

e systemctl restart salt-minion

SSO

If you are using SSO, run the following commands:

I. SSH to admin server node.

2. Connect to nw-shell.

3. Connect to admin server service using the connect --service admin-server command.
4. Login to the NW Server using the 1ogin command.
5

Enter the admin username and password.
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6. Run the following commands:

cd /rsa/security/authentication/web/saml/sso-enabled
set false
logout

exit

systemctl restart rsa-nw-admin-servernew

7. Generate the new metadata and reupload it in ADFS. For more information, see the Configure SAML
2.0 provider settings for portals topic in the Microsoft documentation (https://docs.microsoft.com/en-
us/powerapps/maker/portals/configure/configure-saml2-settings).

Reporting Engine

If you are using the Reporting Engine, you must manually configure the new IP address.

1. Log in to NetWitness Platform.

2. Go to Admin > Services > Reporting Engine > View > Config.

3. Click the Output Actions tab.

4. Add the new IP address in the Hostname field.
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5. Click Apply.

6. Click the Sources tab and add the data sources again.

Analyst User Interface

If you are running any Analyst Uls, for each Analyst Ul host, run the following command on the failed-

over (active) NW Server:
nw-manage --refresh-host --host-addr <analyst-ui-host-address>

UCF

To enable UCF to communicate with NetWitness Platform:

1. On the UCF server, execute the runConnectionManager.bat file (the same file that is used for
adding connection details).

2. Select Option #2, Edit endpoints.
3. Select the NW Server connection from the options that are displayed.

4. When you are prompted for Host Address (the old IP address is shown in parentheses) enter the new
IP address.

Note: Do not change any other setting.

PAM

If you have PAM configured, after the failover, you must configure the system again using the
instructions in the "Configure PAM Login Capability" topic in the System Security and User
Management Guide. Go to the Master Table of Contents to find all RSA NetWitness Platform 11.x
documents.

ECAT

Update the following services:

o Incident Message Broker

o NetWitness Suite

o Orchestrator

Incident Message Broker

1. Log in to the NetWitness Endpoint user interface and go to Configure > Monitoring and External
Components Configuration > Incident Message Broker.
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Update the server Hostname and IP Address to the current active server and test the settings.

:-. Incident Message Broker
@ saOne - APl Sgﬁ;;:;ﬂ:s::‘nemng‘ 5 @ @ @ Version Info Last Scan User N
4400 6/17/2019 2:56:12 ... V, Vig|
NetWitness Suite Connection 4400 6/27/2019 12:1%:19...
Server Hostname/IP: | W L% Jel &

Port : 5671

Test Settings Edit

D

Downloads

2 items total 4
(UTC-0800] Pacific Time (US Canada) |

3, Number of Servers=1 |

UserName=WINDOWS2012-001\Administrator, Host=, Instance=, Database=ECATSPRIMARY, Build=1400014, Version=4.4.0, S

RSA NetWitness Endpoint: Version 4.4.0.0

NetWitness Suite

1.

Log in to the NetWitness Endpoint user interface and go to Configure > Monitoring and External
Components Configuration > Netwitness Suite.
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2. Update the server Hostname and IP address to the current active server and test settings.

Configure  Tools

View About

Main Menu

-

Dashboard

Machines

iy
Modules

m

IP List

@®

an

Certificates

A

InstantlOCs

@

Downloads

Orchestrator

RSA NetWitness Endpoint: Version 4.4.0.0

NetWitness Suite
erfg -

NetWitness Suite Connection

Server Hostname/IP

Configure NetWitness Suite
Servers Time Zone | (UTC-11:00) Coordinated Universal Time-11
Device Identifier |18

URI https:/) #i/investigation/18,

Query Optimization

Do Not Perform Query Older Than 0 days *Set 0 fo query il
Query Time Range
Minimum: o minutes
Maximum: 30 minutes
Test Settings
2 items tota 1

Port: 443

Configure RSA NetWitness Endpoint Feeds for NetWitness Suite

| Enable RSA NetWitness Endpoint Feed

URL | https://Windows2012-001:9443/api/v2/feed/machines.csv

Feed Publishing Interval

Time Intenval: 0

Enable URL access to below user to

Username:

Password:

UserName=WINDOWS2012-001\Administrator, Host=, Instance=, Database=ECATSPRIMARY, Build=1400014, Version=4.4.0, Schema=33, Number of Servers=1 |

1. Log in to Orchestrator and go to Settings > server&services.

BO®

Edit

| rume:08:00) Pacific Time (US. Canada) ‘

2. Edit the RSA NetWitness V11.1 instance by updating the server URL to the current active NW
Server to fetch respond incidents and alerts.

Home
Incidents
Jobs
Indicators
Playbooks
Automation

Settings

admin

Settings

USERS AND ROLES NCED

) Classification & Mapping

stomers

Case Management (1)

RSA Archer

ABOUT

Engines Agent Tools

Type:

can extract critical

urity operations

dentials

RSA NetWitness vi1.1

admin

Delete
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Component Host Types to Reboot

If you have the following types of hosts, reboot them:
« ESA

« UEBA

« Endpoint Log Hybrid

e Analyst Ul

o Malware

o Endpoint Broker

« Endpoint service installed on Log Decoders

Caution: If you have any Broker hosts (other than NW Server) that are aggregating from the Broker
service on the NW Server, remove and re-add the Broker service on those hosts.

Note: If you added any content to the /etc/hosts file on the primary server, the contents of that file
are available under /var/netwitness/standby-data/unmanaged/etc on the failover server.
You can manually copy those files to the /etc/hosts file on the failover server after the failover is
complete.

Fail Back Secondary NW Server to Primary NW Server

After a fail-over from the primary NW Server to the secondary NW Server, you need to fail back to your
original setup of the primary NW Server in the active role and the secondary NW Server in the standby
role.

Essentially, you follow the same steps described under Fail Over Primary NW Server to Secondary NW
Server to fail back to your original setup (that is primary NW Server-active and secondary NW Server-
standby). The difference is that you now need to fail over from the secondary NW Server to the primary
NW Server.
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Refer to the following diagram and port table to ensure that all the relevant ports are opened for
components in your NetWitness Platform deployment to communicate with each other.

See NetWitness Endpoint Architecture at the end of this topic for individual Endpoint Architectural
diagrams.

NetWitness Platform Network Architecture Diagram

The following diagram illustrates the NetWitness Platform network architecture including all of its
component products.

Note: NetWitness Platform core hosts must be able to communicate with the NetWitness Server

(Primary Server in a multiple server deployment) through UDP port 123 for Network Time Protocol
(NTP) time synchronization.

Global NetWitness Platform 11.4 Architecture

5 MALWARE ANALYSIS
m ENDPOINT LOG HYBRID NETWITNESS SERVER >
z [~ suspect file analysis o e ‘
Admin Server
E Q - ) | |
| Config Server ﬂ |
A
Content Server | |
— NETWORK DECODER CONCENTRATOR N
Packet Capture "
TAPISPAN ‘ € : € T e
[ wicamecor ) ) ) ‘

D |
Investigate Server | (
Orchestration Server
& ( Respond Server |
0 / Reporting Engine |
Pivotal HD, MapR ..

sovoig 4]

IANVSY

NetWitness UEBA

Log Capture
Syslog/Checkpoint LEA/
‘SDEE/ODBC/File/SNMP/

VMWare/WinRM/
WinLegacy/NetFlow

ANALYSTUI

WH Connector CONCENTRATOR “ |
> | Boker )
0 Locoeconer oo | € e SO .
NE — . (Investiate Server )
_ Licensing (fneserver) 2 I

Remote Log Collector |
VM

Cent0S

( NetWinessul )

ARCHIVEB—\‘ . RSA LIVE | (_ Reporting Engine )

Local Update Repo ( (_ Respond Server )
(ARCHIVER) Broker
1) s
enVision LOCAL COUECTOR

Remote Windows
Legacy Log Collector

Z-Connector
TCP

J

0 2 NelWi!ness Orchestration Server Archer Cyber Incident
Endpoint 4.x

& Breach Response

Analyst Traffic

NW Server-component Traffic
Inter-component Traffic
External Traffic

Note:
Admin, Config, Content, Integration, Investigate, Orchestration, Respond, Security, and Source services come online automatically when you deploy the NW Server.
. The core service hosts use the Local Update Repository on the NetWitness Server to get the rpm packages (that is, version updates).
NETWITNESS resenvice h focal ! > NetWitness Server
PLATFORM NW Endpoint needs to access https://cms.netwitness.com to download Live Feeds.
RSA recommends that you use the Broker at the top of your deployment hierarchy for UEBA data source.

See RSA NetWitness Platform Cloud Behavioral Analytics Gateway Configuration Guide for information on the Cloud Gateway service.
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NetWitness Network (Packets) Architecture Diagram with
Ports

NetWitness Network 11.4 Architecture with Ports

NETWITNESS SERVER —

TCP 443, 4505, 4506, 5671;
UDP 123

TCP 443, 4505, 4506;
UDP 123, 50514 , . 4 e
UDP 123, 505147 UDP 123

- NETWORK DECODER N s CONCENTRATOR ~
| Q Work/s / e session/network meta '————TCP 567 1
S — -
tTCP 56004 (SSL), 50004 (Non~SSL)—I

Packet Capture

TAP/SPAN

TCP 9443,
56005 (SSL), 50005 (Non-SSL), 50105 (REST),
56006 (SSL), 50006 (Non-SSL), 50106 (REST)

Licensing (fneserver)
TCP 56005,

56004 (SSL), 50004 (Non-SSL), 50104 (REST),
56006 (SSL), 50006 (Non-SSL), 50106 (REST)

RSA LIVE

Local Update Repo

NETWITNESS™ Notes:
NETWORK Admin, Config, Content, Integration, Investigate, Orchestration, Respond, Security, and Source services come online automatically when you deploy the NW Server.

The core service hosts use the Local Update Repository on the NetWitness Server to get the rpm packages (that is, version updates).
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NetWitness Logs Architecture Diagram with Ports

NetWitness Logs 11.4 Architecture with Ports

TCP 443, 4505, 4506, 5671;

UDP 123
TCP 443, 4505, 4506, 5671, 15671; NETWITNESS SERVER
TCP 443, 4505, 4506, TCP 5671, 15671, 27017; —
UDP 123, 50514—— UDP 123, 50514 (Nt g ’ —
UDP 123
TCP 5671
I
Remote Log Collector
L ) 56005 (SSL), 50005 (Non-SSL), 50105 (REST),
N - 56006 (SSL), 50006 (Non-SSL), 50106 (REST) —
TCP 21, 514 (Syslog), 6514 (Syslog TLS),
64000, 64001, 64002, 64003, 64004,
64005, 64006, 64007, 64008, 64009; SCP 5671 9443 —
UDP 162 (SNMP), 2055 (NetFlow), 56001 (SSL), 50001 (Non-SSL), 50101 (REST),
4739 (NetFlow), 6343 (NetFlow), 002 (SSL), 50002 (Non-SSL), 50102 (REST),
9995 (NetFlow) 56006 (SSL), 50006 (Non-SSL), 50106 (REST), _
\ 56202 (Endpoint)
Log Capture Licensing (fneserver)
Syslog/Checkpoint LEA/SDEE/
ODBC/File/SNMP/VMWare/
WinRM/WinLegacy/NetFlow RSA LIVE
TCP 9443, 5671,
56001 (SSL), 50001 (Non-SSL), 50101 (REST), Local Update Repo
56006 (SSL), 50006 (Non-SSL), 50106 (REST)
. Note:
NETWITNESS Admin, Config, Content, Integration, Investigate, Orchestration, Respond, Security, and Source services come online automatically when you deploy the NW Server.
LOGS The core service hosts use the Local Update Repository on the NetWitness Server to get the rpm packages (that is, version updates).
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Event Stream Analysis Network (Packets) Architecture

Diagram with Ports

The following diagram illustrates the Event Stream Analysis network architecture with packet capture.

Event Source Analysis (ESA) Network 11.5 Architecture with Ports

NETWITNESS SERVER
TCP 4505, 4506, 5671, 27017;

Content Server ]
Integration Server ]
TCP 7007; UDP 123, 50514-
UDP 123, 50514
B NETWORK Investigate Server ]
NETWORK ESA ( CONCENTRATOR A
n ¢ m— - —> ;
© Orchestration Server
Conextr \ y
| Respond Server ]
TCP 56006 (SSL, 50006 (Non-SSL)
Security Server
TCP 9443, Source Server ]
56005 (S5L), 50005 (Non-55L1), 50105 (REST),
56006 (SSL), 50006 (Non-SSL), 50106 (REST)
Licensing (fneserver)
TCP 80, 443, 7005, 9443, 27017, 56005, RSA LIVE
L 636 (55L)/389 (Non-SSL), 56006 (SSL),
50006 (Non-55L), 50106 (REST)
Local Update Repo

4

TCP 443, 4505, 4506;

B ——
UDP 123

[ 1sjoig

NETWITNESS Notes:
NETWORK Admin, Config, Content, Integration, Investigate, Orchestration, Respond, Security, and Source services come online automatically when you deploy the NW Server,

The core service hosts use the Local Update Repository on the NetWitness Server to get the rpm packages (that is, version updates). Port 7005 is used by Context
Hub as its HTTP port for REST calls, and is only installed on ESA Primary hosts.
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Event Stream Analysis (Logs) Architecture Diagram with

Ports

The following diagram illustrates the Event Stream Analysis network architecture with log collection.

Event Stream Analysis (ESA) Logs 11.5 Architecture with Ports

TCP 443, 4505, 4506, 5671;

NETWITNE S5 SERVER

UDP 123

TCP 443, 4505, 4506, 5671, 15671, 27017;

Config Server

uUDP 123

TCP 7007;

UDP 123, 50514-
UDP 123, 50514 I l
LOGS ESA -~ LOG CONCENTRATOR
CP 5600 T

TCP 5671, 9443,27017,

56006 (S5L), 50006 (Non-SSL), 50106 (REST)

TCP 80, 443, 636 (55L)/389 (Non-SsL),
7005, 5671, 9443,

56005 (S5L), 50005 (Non-SSL), 50105 (REST);

[ iovon 4)

Content Server )
Integration Server ]
Investigate Server ]

Respond Server ]

Source Server J

56006 (S5L), 50006 (Non-S5L), 50106 (REST)

Local Update Repo

The core service hosts use the Local Update Repository on the Netwitness Server to get the rpm packages (that is, version updates). Port 7005 is used by Context

Note:
R S A NSEV;WTN ESS Admin, Config, Content, Integration, Investigate, Orchestration, Respond, Security, and Seurce services come online automatically when you deploy the NW Server.
L

Hub as its HTTP port for REST calls, and is only installed on ESA Primary hosts.
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NetWitness Platform Firewall Requirements Summary

The following table lists all the ports that need to be open in your firewall by host.

Note: The "NW Server" host ports apply to both the Primary and Warm Standby NW Server.
Synchronization between the Primary and Warm Stanby is done through TCP Port 22.

NW Server

NW Server

NW Server

NW Server

NW Server

NW Server

NW Server

NW Server

ESA Primary

ESA

Network Decoder

Broker

Concentrator (Network &
Logs)

Network Hybrid

Log Decoder

Log Hybrid

TCP: 22, 80, 443, 5671, 7005
UDP:123

TCP: 22, 80, 443, 5671
UDP: 123

TCP: 22, 5671, 50004 (Non-SSL), 50006 (Non-SSL),
50104 (REST), 50106 (REST), 56004 (SSL), 56006
(SSL)

UDP: 123

TCP: 5671, 50003 (Non-SSL), 50006 (Non-SSL), 50103
(REST), 50106 (REST) 56003 (SSL), 56006 (SSL)
UDP: 123

TCP: 22, 5671, 50005 (Non-SSL), 50006 (Non-SSL),
50105 (REST), 50106 (REST), 56005 (SSL), 56006
(SSL)

UDP: 123
TCP: 22, 5671, 50004 (Non-SSL), 50005 (Non-SSL),

50006 (Non-SSL), 50104 (REST), 50105 (REST), 50106
(REST), 56004 (SSL), 56005 (SSL), 56006 (SSL)

UDP: 123
TCP: 22, 5671, 50001 (Non-SSL), 50002 (Non-SSL),

50006 (Non-SSL), 50101 (REST), 50102 (REST), 50106
(REST), 56001 (SSL), 56002 (SSL), 56006 (SSL)

UDP: 123

TCP: 22, 5671, 50001 (Non-SSL), 50002 (Non-SSL),
50005 (Non-SSL), 50006 (Non-SSL), 50101 (REST),
50102 (REST), 50105 (REST), 50106 (REST), 56001
(SSL), 56002 (SSL), 56005 (SSL), 56006 (SSL)

UDP: 123
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NW Server Log Hybrid - Retention TCP: 22, 5671, 50001 (Non-SSL), 50002 (Non-SSL),
50006 (Non-SSL), 50101 (REST), 50102 (REST), 50105
(REST), 50106 (REST), 56001 (SSL), 56002 (SSL),
56006 (SSL)

UDP: 123

NW Server  Endpoint Log Hybrid TCP: 22, 5671, 7050, 7054, 50001 (Non-SSL), 50002
(Non-SSL), 50005 (Non-SSL), 50006 (Non-SSL), 50101
(REST), 50102 (REST), 50105 (REST), 50106 (REST),
56001 (SSL), 56002 (SSL), 56005 (SSL), 56006 (SSL),
56202 (Endpoint)

UDP: 123

NW Server  VLC TCP: 22, 5671, 50001 (Non-SSL), 50006 (Non-SSL),
50101 (REST), 50106 (REST), 56001 (SSL), 56006
(SSL)

UDP: 123

NW Server  Archiver TCP: 22, 514, 5671, 6514, 50006(Non-SSL), 50007
(Non-SSL), 50008 (Non-SSL), 50106 (REST), 50107
(REST), 50108 (REST), 56006 (SSL), 56007 (SSL),
56008 (SSL)

UDP: 123, 514
NW Server Malware TCP: 22, 5671, 5432, 50003 (Non-SSL), 50006 (Non-

SSL), 50103 (REST), 50106 (REST), 56003 (SSL),
56006 (SSL), 60007

UDP: 123
NW Server UEBA TCP: 22, 15671, 5671, 443
UDP: 123
ESA NW Server TCP: 53, 80, 443, 4505, 4506, 5671, 15671, 27017
UDP: 123, 53
ESA Active Directory TCP: 389 (Non-SSL), 636 (SSL)
ESA Archer TCP: 80 (Non-SSL), 443 (SSL),
ESA ESA Primary TCP: 27017
Secondary
ESA Concentrator TCP: 50005 (Non-SSL), 56005 (SSL)
Primary or
Secondary
Network NW Server TCP: 53, 80, 443, 4505, 4506, 5671, 15671, 27017,
Decoder UDP: 53, 123
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Concentrator NW Server
(Network &
Logs)

Network NW Server
Hybrid

Log NW Server
Decoder

LOg Hybrid NW Server

Log Hybrid - NW Server

Retention

VLC NW Server
VLC Log Collector
Log VLC
Collector

Endpoint NW Server
Log Hybrid

Endpoint Log Decoder
Log Hybrid

Endpoint Log Decoder
Agent

Endpoint Endpoint Log Hybrid
Agent

UEBA NW Server

UEBA Concentrator

TCP:
UDP:

TCP:
UDP:

TCP:
UDP:

TCP:
UDP:

TCP:
UDP:

TCP:
UDP:

TCP:
TCP:

TCP:
UDP:

TCP:
UDP:

TCP:
UDP:

TCP:

53, 80, 443, 4505, 4506, 5671, 15671, 27017
53,123

53, 80, 443, 4505, 4506, 5671, 15671, 27017)
53,123

53, 80, 443, 4505, 4506, 5671, 15671, 27017
53,123

53, 80, 443, 4505, 4506, 5671,15671, 27017
53,123

53, 80, 443, 4505, 4506, 5671,15671, 27017
53,123

53, 80, 443, 4505, 4506, 5671,15671, 27017
53,123

5671
5671

53, 80, 443, 5671, 4505, 4506, 15671, 27017
53,123

50202 (Non-SSL), 50102 (REST), 56202 (SSL)
514

514, 6514
514

443

UDP: 444

TCP:

53, 80, 443, 4505, 4506, 5671, 15671, 27017,

50003 (Broker-Non-SSL), 50103 (Broker/REST), 56003
(Broker/SSL)

UDP: 53, 123

TCP:

50005 (Non-SSL), 50105 (REST), 56005 (SSL)

WWW connections
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NW Server  cloud.netwitness.com TCP: 80, 443
cms.netwitness.com
download.rsasecurity.com
panacea.threatgrid.com
quantum.subscribenet.com
rsasecurity.subscribenet.com
smcupdate.emc.com

ESA cloud.netwitness.com TCP: 80, 443
(Primary &  cms.netwitness.com
Secondary)

download.rsasecurity.com
panacea.threatgrid.com
quantum.subscribenet.com
rsasecurity.subscribenet.com

smcupdate.emc.com

Malware panacea.threatgrid.com TCP: 443
cloud.netwitness.com
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Comprehensive List of NetWitness Platform Host, Service,

and iDRAC Ports

Note: For ports used in event collection through the NetWitness Logs, see the "The Basics" in the RSA
NetWitness Suite Log Collection Deployment Guide. Go to the Master Table of Contents to find all
RSA NetWitness Platform 11.x documents.

This section contains the port specifications for the following hosts.

NW Server Host

Analyst UI Host

Archiver Host

Broker Host

Concentrator Host

Endpoint Log Hybrid Host
Endpoint Relay Server
Event Stream Analysis Host

Health & Wellness Beta

iDRAC Ports

Log Collector Host
Log Decoder Host

Log Hybrid Host

Log Hybrid - Retention
Malware Host
Network Decoder Host
Network Hybrid Host
UEBA Host

Network Architecture and Ports
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NW Server Host (Primary and Warm Standby NW Server Host)

o Destination

Admin NW Server TCP 443, 80 nginx - NetWitness Ul
Workstation
Admin NW Server TCP 15671 RabbitMQ Management Ul
Workstation
Admin NW Server TCP 22 SSH
Workstation Primary to Standby NW Server sy
nchronization port.
NW Hosts NW Server TCP 53 DNS
UDP 53
NW Hosts NW Server TCP 15671 RabbitMQ Management UI
NW Hosts NW Server TCP 4505, 4506  Salt Master Ports
NW Hosts NW Server TCP 443 RSA Update Repository
NW Hosts NW Server TCP 5671 RabbitMQ-amqp
NW Hosts NW Server UDP 123 NTP
NW Hosts NW Server TCP 27017 MongoDB
NW Server cloud.netwitness.com TCP 443 Live
NW Server cms.netwitness.com  TCP 443 Live
NW Server smcupdate.emc.com  TCP 443 Live
NW Server NFS Server TCP 111, 2049, iDRAC Installations
UDP 111, 2049
NW Server NW Hosts UDP 123 NTP
NW Server NW Endpoint TCP 443, 9443  For NW Endpoint 4.x integrations
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Analyst Ul Host

Destination

Host

Destination

Ports

Comments

Analyst Ul

Analyst UL
Analyst Ul

Analyst UL

Analyst Ul

NW Hosts
Analyst UI

NW Server

NW Server
NW Server

NW Server

NW Server

Analyst UL
NW Server

TCP 7006

TCP 7009
TCP 7012

TCP 7015

TCP 7016

TCP 5671
UDP 123

The Content Server is listening on this
port.

The Admin Server is listening on this port.

The Integration Server is listening on this
port.

The Source Server is listening on this
port.

The License Server is listening on this
port.

RabbitMQ-amqp
NTP

Network Architecture and Ports
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Archiver Host

Destination o

Admin Archiver TCP 15671 RabbitMQ Management Ul
Workstation

Archiver NW Server  TCP 15671 RabbitMQ Management Ul
Archiver NW Server  TCP 443 RSA Update Repository
Admin Archiver TCP 22 SSH

Workstation

NW Server  Archiver TCP 50008 (Non-SSL), 56008 Archiver Application Ports

(SSL), 50108 (REST)
NW Server  Archiver TCP 56006 (SSL), 50106 (REST)  NetWitness Appliance Ports

NW Server  Archiver TCP 5671 RabbitMQ (AMQPS) message bus
for all NW hosts.
NW Server  Archiver TCP 50007 (Non-SSL), 56007 Workbench Application Ports
(SSL), 50107 (REST)
Archiver NFS Server  TCP 111 2049 iDRAC Installations

UDP 111 2049
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Broker Host

Destination .

Admin Broker TCP 15671 RabbitMQ Management Ul
Workstation
Broker Concentrator TCP 50005 (Non-SSL), 56005 Concentrator Application Port
Broker NW Server  TCP 15671 RabbitMQ Management Ul
Broker NW Server  TCP 443 RSA Update Repository
Admin Broker TCP 22 SSH
Workstation
NW Server Broker TCP 50003 (Non-SSL), 56003 Broker Application Ports
(SSL), 50103 (REST)
NW Server  Broker TCP 56006 (SSL), 50106 (REST)  NetWitness Appliance Ports
NW Server  Broker TCP 5671 RabbitMQ (AMQPS) message bus
for all NW hosts.
Broker NW Server  TCP 111 2049 iDRAC Installations
UDP 111 2049
Endpoint NW Server  TCP 443 RSA Update Repository
Broker
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Concentrator Host

Destination ..

Admin
Workstation

Concentrator

Concentrator

Concentrator
Concentrator

Admin
Workstation

NW Server

Malware

NW Server
NW Server

Concentrator

Concentrator
Log Decoder
Network
Decoder
NW Server

NW Server

Concentrator

Concentrator

Concentrator

Concentrator

Concentrator

NFS Server

TCP 15671

TCP 50002 (Non-SSL), 56002

(SSL)

TCP 56004, 50004 (Non-SSL)

TCP 15671
TCP 443
TCP 22

TCP 50005 (Non-SSL), 56005
(SSL), 50105 (REST)

TCP TCP 50005 (Non-SSL),

56005 (SSL)

TCP 56006 (SSL), 50106 (REST)

TCP 5671

TCP 111 2049
UDP 111 2049

RabbitMQ Management Ul

Log Decoder Application Port

Network Application Port

RabbitMQ Management UI
RSA Update Repository
SSH

Concentrator Application Ports
Malware
NetWitness Appliance Ports

RabbitMQ (AMQPS) message bus
for all NW hosts.

iDRAC Installations
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Endpoint Log Hybrid

Destination
Host

Destination Ports

Comments

Endpoint
Agent

Endpoint
Agent

Endpoint
Log Hybrid

Endpoint
Log Hybrid

NW Server
Endpoint
Log Hybrid

Endpoint
Log Hybrid

NW Server

NW Server

NW Server

NW Server

Admin
Workstation

Endpoint
Log Hybrid

Endpoint Log
Hybrid

Log Decoder
or Virtual Log
Collector

Log Decoder
(External)

NW Server

Endpoint Log
Hybrid

NW Server

NW Server

Endpoint Log
Hybrid

NFS Server

Endpoint Log
Hybrid

Endpoint Log
Hybrid

Endpoint Log
Hybrid

NW Server

TCP 443
UDP 444

TCP 514 (Syslog)
UDP 514 (Syslog)
TLS 6514

TCP 50102 (REST)
56202 (Protobuf SSL)
50202 (Protobuf)

TCP 443

TCP 7050

TCP 5671

TCP 27017

TCP 7054

TCP 111, 2049
UDP 111, 2049

TCP 50001 (Non-SSL),
56001 (SSL), 50101
(REST)

TCP 50002 (Non-SSL),
56002 (SSL), 56202
(Endpoint), 50102
(REST)

TCP 15671

TCP 15671

NGINX HTTPS

NGINX UDP. If UDP port 444 is not
acceptable in your environment, see How to
Change UDP Port for Endpoint Log Hybrid.

Windows Log Collection

To forward meta to an external Log Decoder

RSA Update Repository

Ul web traffic

Message Bus

MongoDB

Ul web traffic

iDRAC Installations

Log Collector application ports

Log Decoder application ports

RabbitMQ Management Ul

RabbitMQ Management Ul
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Endpoint Relay Server

Destination Destination
m

Endpoint Agent Relay Server TCP 443 To forward host data to the Relay
Server

Endpoint Log Relay Server TCP 443 Pull host data from the Relay Server

Hybrid

62 Network Architecture and Ports



Deployment Guide

Event Stream Analysis (ESA) Host

Note: The ports in this table are for the ESA Primary an ESA Secondary hosts. The Content Hub,
Correlation and ESA Analytics services are co-located on the ESA Primary host. The Correlation and
ESA Analytics services are co-located on the ESA Secondary host.

Admin Workstation ESA TCP 15671 RabbitMQ Management Ul
ESA Primary and  NW Server TCP 15671 RabbitMQ Management Ul
Secondary
ESA Primary and ~ NW Server TCP 443 RSA Update Repository
Secondary
Admin Workstation ESA TCP 22 SSH
NW Server, ESA Primary TCP 27017 MongoDB
ESA Secondary
NW Server ESA Primary TCP 7005 Context Hub Launch Port - (ESA
Primary)
NW Server ESA TCP 5671 RabbitMQ (AMQPS) message bus
for all NW hosts.
ESA Primary and  cms.netwitness.com TCP 443 Live
Secondary
ESA Primary and  NFS Server TCP 111 2049 iDRAC Installations
Secondary UDP 111 2049
ESA Primary and  Active Directory 636 (SSL)/389 (Non-
Secondary SSL)
NW Server ESA 80 (HTTP)/ 443
(HTTPS)(REST)
ESA Primary Archer 443 (SSL)/80 (Non-
SSL)
ESA Primary ESA Primary TCP 7007 Launch Port
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Health & Wellness (Beta Version)

Destination

Destination Host Ports Comments

Admin Standalone Health & TCP 22 SSH

Workstation Wellness Host

Admin Standalone Health & TCP 5601 Kibana Ul

Workstation Wellness Host

NW Hosts Standalone Health & TCP 9200 Elasticsearch REST API Port
Wellness Host

NW Server Standalone Health & TCP 5671 RabbitMQ (AMQPS) message bus for
Wellness Host all NW hosts.

NW Server Standalone Health & TCP 15671 RabbitMQ Management Ul
Wellness Host

NW Server Standalone Health & TCP 7018 Metrics Server Launch Port
Wellness Host

NW Server Standalone Health & TCP 7020 Node Infra Server Launch Port

Wellness Host
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iDRAC Ports

20% SSH Default, configurable port through which
iDRAC listens for connections

443* HTTP Default, configurable port through which

1IDRAC listens for connections

5900%* Virtual Console keyboard and mouse ~ Default, configurable port through which
redirection, iDRAC listens for connections
Virtual Media, Virtual Folders, and
Remote File Share.

111, 2049 TCP NetWitness Platform hosts to NFS Server
111, 2049 UDP NetWitness Platform hosts to NFS Server
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Log Collector Host

Destination o

Admin Log TCP 15671 RabbitMQ
Workstation Collector Management Ul
Log NW Server  TCP 15671 RabbitMQ
Collector Management Ul
Log NW Server  TCP 443 RSA Update
Collector Repository
Admin Log TCP 22 SSH
Workstation Collector
Log Log Event See Log Collection Configuration Guide. Go to the
Collector Sources Master Table of Contents to find all RSA
NetWitness Platform 11.x documents.
Log Event  Log TCP 514 (Syslog) Log Collection
Sources Collector UDP 162 (SNMP), 514 (Syslog), 2055 (NetFlow), Ports
4739 (NetFlow), 6343 (NetFlow), 9995
(NetFlow)"
Log Event  Log TCP 21, 64000, 64001, 64002, 64003, 64004, Log Collection
Sources Collector 64005, 64006, 64007, 64008,64009 FTP/S Ports
NW Server Log TCP 50001 (Non-SSL), 56001 (SSL), 50101 Log Collector
Collector (REST) Application Ports
NW Server Log TCP 56006 (SSL), 50106 (REST) NetWitness
Collector Appliance Ports
NW Server Log TCP 5671 RabbitMQ
Collector (AMQPS) message
bus for all NW
hosts.
Log NFS Server  TCP 111 2049 iDRAC installations
Collector UDP 111 2049
Log Virtual Log  TCP 5671 In Pull Mode
Collector Collector
Virtual Log Log TCP 5671 In Push Mode
Collector Collector
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Log Decoder Host

Destination o

Admin Log Decoder TCP 15671 RabbitMQ
Workstation Management Ul
Log NW Server  TCP 443 RSA Update
Decoder Repository
Admin Log Decoder TCP 22 SSH
Workstation
Log Log Event See Log Collection Configuration Guide, Go to the
Decoder Sources Master Table of Contents to find all RSA
NetWitness Platform 11.x documents.
Log Event  Log Decoder TCP 514 (Syslog), UDP 162 (SNMP), 514 Log Collection
Sources (Syslog), 2055 (NetFlow), 4739 (NetFlow), 6343 Ports
(NetFlow), 9995 (NetFlow)
Log Event  Log Decoder TCP 21, 64000, 64001, 64002, 64003, 64004, Log Collection
Sources 64005, 64006, 64007, 64008, 64009 FTP/S Ports
NW Server Log Decoder TCP 50001 (Non-SSL),56001 (SSL), 50101 Log Collector
(REST) Application Ports
NW Server Log Decoder TCP 50002 (Non-SSL), 56002 (SSL),56202 Log Decoder
(Endpoint), 50102 (REST) Application Ports
NW Server Log Decoder TCP 56006 (SSL), 50106 (REST) NetWitness
Appliance Ports
NW Server Log Decoder TCP 5671 RabbitMQ
(AMQPS) message
bus for all NW
hosts.
Log Log TCP 6514
Decoder Collector
Log NEFS Server  TCP 111 2049 iDRAC
Decoder UDP 111 2049 Installations
Log NW Server  TCP 15671 RabbitMQ
Decoder Management Ul
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Log Hybrid Host

Destination D,

Admin Workstation Log Hybrid ~ TCP 15671 RabbitMQ
Management
Ul
Log Hybrid NW Server  TCP 15671 RabbitMQ
Management
Ul
Log Hybrid NW Server  TCP 443 RSA Update
Repository
Admin Workstation Log Hybrid  TCP 22 SSH
Log Collector Log Event See Log Collection
Sources Configuration Guide,
Go to the Master
Table of Contents to
find all RSA
NetWitness Platform
11.x documents.
Log Event Sources Log Hybrid TCP 514 (Syslog), Log
UDP 162 (SNMP), Collection
514 (Syslog), 2055 Ports
(NetFlow), 4739
(NetFlow), 6343
(NetFlow), 9995
(NetFlow)
Log Event Sources Log Hybrid ~ TCP 21, 64000, Log
64001, 64002, 64003, Collection
64004, 64005, 64006, FTP/S Ports
64007, 64008, 64009
NW Server Log Hybrid  TCP 50001 (Non- Log
SSL), 56001 (SSL), Collector
50101 (REST) Application
Ports
NW Server Log Hybrid TCP 50002 (Non- Log
SSL), 56002 (SSL), Decoder
56202 (Endpoint), Application
50102 (REST) Ports
NW Server Log Hybrid TCP TCP 50005 Concentrator
(Non-SSL), 56005 Application
(SSL), 50105 (REST) Ports
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Destination o

NW Server Log Hybrid TCP 56006 (SSL), NetWitness
50106 (REST) Appliance
Ports
NW Server Log Hybrid  TCP 5671 RabbitMQ
(AMQPS)
message bus
for all NW
hosts.
Log Hybrid NFS Server  TCP 111 2049 iDRAC
UDP 111 2049 Installations
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Log Hybrid - Retention Host

Destination o

Admin Log Hybrid - TCP 15671 RabbitMQ
Workstation Retention Management Ul
Log Hybrid NW Server  TCP 15671 RabbitMQ

- Retention Management Ul
Log Hybrid NW Server  TCP 443 RSA Update

- Retention Repository
Admin Log Hybrid - TCP 22 SSH
Workstation Retention

Log Log Event See Log Collection Configuration Guide, Go to the

Collector Sources Master Table of Contents to find all RSA

NetWitness Platform 11.x documents.

Log Event  Log Hybrid - TCP 514 (Syslog), UDP 162 (SNMP), 514 Log Collection
Sources Retention (Syslog), 2055 (NetFlow), 4739 (NetFlow), 6343 Ports
(NetFlow), 9995 (NetFlow)

Log Event  Log Hybrid - TCP 21, 64000, 64001, 64002, 64003, 64004, Log Collection
Sources Retention 64005, 64006, 64007, 64008, 64009 FTP/S Ports
NW Server Log Hybrid - TCP 50001 (Non-SSL), 56001 (SSL), 50101 Log Collector
Retention (REST) Application Ports
NW Server Log Hybrid - TCP 50002 (Non-SSL), 56002 (SSL), 56202 Log Decoder
Retention (Endpoint), 50102 (REST) Application Ports
NW Server Log Hybrid-  TCP 56006 (SSL), 50106 (REST) NetWitness
Retention Appliance Ports
NW Server Log Hybrid - TCP 5671 RabbitMQ
Retention (AMQPS) message
bus for all NW
hosts.
Log Hybrid NFS Server  TCP 111 2049 iDRAC
- Retention UDP 111 2049 Installations
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Malware Host

Admin
Workstation

Malware

Malware

Admin
Workstation

NW Server
NW Server

NW Server

NW Server
NW Server

Malware
Malware

Malware

Malware

NW Server
NW Server

Malware

Malware

Malware

Malware

Malware

Malware

panacea.threatgrid.com

cloud.netwitness.com

NFS Server

TCP 15671

TCP 15671
TCP 443
TCP 22

TCP 60007

TCP 56006 (SSL),
50106 (REST)

TCP 5671

TCP 5432

TCP 56003 (SSL),
50103 (REST)

TCP 443
TCP 443

TCP 111 2049
UDP 111 2049

RabbitMQ Management Ul

RabbitMQ Management Ul
RSA Update Repository
SSH

Malware Application Ports
NetWitness Appliance Ports
RabbitMQ (AMQPS) message bus
for all NW hosts.

Postgresql

Broker Application Ports

Threatgrid
Community evaluation / Opswat

1IDRAC Installations
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Network Decoder Host

Destination ..

Admin
Workstation

Network
Decoder

Network
Decoder

Admin
Workstation
NW Server

NW Server

NW Server

Network
Decoder

Network
Decoder

NW Server

NW Server

Network
Decoder

Network
Decoder

Network
Decoder

Network
Decoder

NFS Server

TCP 15671

TCP 15671

TCP 443

TCP 22

TCP 56004 (SSL), 50104 (REST),

50004 (Non-SSL)
TCP 56006 (SSL), 50106 (REST)

TCP 5671

TCP 111 2049
UDP 111 2049

RabbitMQ Management Ul

RabbitMQ Management UI

RSA Update Repository

SSH

Network Decoder Application
Ports

NetWitness Appliance Ports

RabbitMQ (AMQPS) message bus
for all NW hosts.

1IDRAC Installations
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Network Hybrid Host

Destination .

Admin
Workstation

Network
Hybrid

Network
Hybrid

Admin

Workstation
NW Server
NW Server

NW Server

NW Server

Network
Hybrid

Network
Hybrid

NW Server

NW Server

Network
Hybrid

Network
Hybrid

Network
Hybrid

Network
Hybrid

Network
Hybrid

NEFS Server

TCP 15671

TCP 15671

TCP 443

TCP 22

TCP 56004 (SSL), 50104 (REST),
50004 (Non-SSL)

TCP 50005 (Non-SSL), 56005
(SSL), 50105 (REST)

TCP 56006 (SSL), 50106 (REST)

TCP 5671

TCP 111 2049
UDP 111 2049

RabbitMQ Management Ul
RabbitMQ Management Ul
RSA Update Repository

SSH

Network Decoder Application
Ports

Concentrator Application Ports

NetWitness Appliance Ports

RabbitMQ (AMQPS) message bus
for all NW hosts.

iDRAC Installations
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UEBA Host

Destination ...

UEBA
Server

UEBA
Server

UEBA
Server

Admin
Workstation
Admin
Workstation
Admin
Workstation

UEBA
Server

NW Server

NW Server

NW Server

Broker

Concentrator

UEBA Server

UEBA Server

UEBA Server

NW Server

NFS Server

UEBA Server

TCP 443

TCP 56003 (SSL), 50103 (REST)

TCP TCP 50005 (Non-SSL), 56005
(SSL), 50105 (REST)

443

22

TCP 15671

TCP15671

TCP 111, 2049

UDP 111, 2049
TCP 5671

RSA Update Repository
Broker Application Ports
Concentrator Application Ports
UEBA Monitoring

SSH

RabbitMQ Management UI
UEBA Alerts forwarding to
Respond

1DRAC Installations

RabbitMQ (AMQPS) message
bus for all NW hosts
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NetWitness Endpoint Architecture

NetWitness Endpoint Architecture
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=
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NetWitness Endpoint 11.3.1 Architecture with Ports

NetWitness Endpoint Architecture with Ports

TCP 443, 4505, 4506, 5671, 15671, 27017; 2
UDP 123, TCP

TCP 443, 4505, 4506, 5671, 15671, 27017;

NETWITNESS SERVER
UDP 123

—_— >
Config Server
UDP 123, 50514
| Content Server ]
-TCP 50102, 50202, 56 202———p
Integration Server ]
B . > B onflog meta
Relay Se
e TCP 443 Investigate Server ]
[ Centos
Orchestration Server
P - Respond Server )

TCP 443, 4505, 4506,
5671, 15671, 27017;
UDP 123, TCP

ENDPOINTLOG HYBRID

CP 7050

voig 4 |

[

TCP 443

LOG DECODER

TCP 5671, 9443, 27017,

TCP 514;
TLS 6514;
UDP 514

4

56001 (SSL), 50001 (Non-5L), 50101 (REST),
56002 (SSL), 50002 (Non-5L), 50102 (REST),
56006 (SSL), 50006 (Non-SSL), 50106 (REST),
56202 (Endpoint)

TCP 9443,5671, 27017,

Source Server ]

4————————56001 (S5L), 50001 (Non-SSL), 50101 (REST),
56006 (SSL), 50006 (Non-S5L), 50106 (REST)

Cent0S

Remote Log Collector
M

Local Update Repo

J

For more information on the services running on Endpoint Log Hybrid, see RSA NetWitness Endpoint
Configuration Guide.

How to Change UDP Port for Endpoint Log Hybrid

The following steps tell you how to change the Endpoint Log Hybrid default UDP port 444 if it is not
acceptable in your environment. 555 is the example this procedures uses as a replacement for 444 UDP
port.

There are two tasks you need to o change the Endpoint Log Hybrid default UDP port 444:

Task 1 - Tell All Agents to Use a New UDP Port
Task 2 - Update the Port on All Endpoint Log Hybrid Hosts in Y our Environment

Note: If you did not select the custom firewall rules option when you ran the nwsetup-tui,
NetWitness platform overwrites the firewall rules are overwritten after a period of time.
Please refer to the following Knowledge Base Article 00036446
(https://community.rsa.com/docs/DOC-93651) if this is the case.

Task 1 - Tell All Agents to Use a New UDP Port

Complete the following steps to update the UDP port in the default Enterprise Data Replication (EDR)
policy, and all other policies you have, to tell all agents to use a new UDP port.
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. In the NetWitness Platform menu, select ADMIN > Endpoint Sources > Policies.

The Policies view is displayed.
Select the Default EDR Policy and click Edit from the toolbar.
roll down to find the UDP PORT and change the value (for example, change from 444 to 555).

Click Publish Policy at the bottom of the view.

Task 2 - Update the Port on All Endpoint Log Hybrid Hosts in Your

Environment

SSH to each Endpoint Log Hybrid host in your environment with admin credentials and make the
following updates.

1.

Update the iptables rules to allow 555 in place of 444.

a.

Replace 444 with 555 in the following file.
vi /etc/sysconfig/iptables

Restart iptables with the following command string.
systemctl restart iptables

Verify the change with the following command string.

iptables -L -n

The following is an example of what is displayed for a correct change.

ACCEPT udp -- 0.0.0.0/0 0.0.0.0/0 udp multiport dports 555 /*
EndpointNginxPort */ ctstate NEW

Update the SELinux policy. 555 is a privileged port, so you must update SELinux policy to allow this
port.

a.

C.

Run the following command string.
semanage port -a -t http port t -p udp 555
If you received any python errors or warnings, ignored them.

Verify the change with the following command string.

semanage port -1 | grep http port t

The following is an example of what is displayed for a correct change.
http port t udp 555, 444

(Optional) Remove 444.

Update nginx config.

a.

b.

C.

Edit the following file.

vi /etc/nginx/nginx.conf

Search for the following string.
listen 444 udp;

Replace 444 with 555.

d. Restart nginx with the following command string.

systemctl restart nginx
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4. Verify that agents are communicating over the new port.

a. Run the following command string.
tcpdump -1 eth0O port 555

b. Wait for 30 seconds because the port sends out a beacon every 30 seconds. If t everything is

working correctly, information similar to the following will be displayed.
09:20:12.571316 IP 10.40.15.103.60807 > EPSl.rsa.lab.emc.com.dsf: UDP,

length 20

09:20:12.572433 IP EPSl.rsa.lab.emc.com.dsf > 10.40.15.103.60807: UDP,
length 1

Both lines must be returned. One is the size request (20 bytes) and the other is the response size
(1 byte).
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Site Requirements and Safety

Make sure that you read this topic thoroughly and observe all warnings and precautions prior to installing
or maintaining your RSA devices.

Intended Application Uses

This product was evaluated as Information Technology Equipment (ITE) that may be installed in offices,
schools, computer rooms, and similar indoor commercial type locations. This device is not intended for
any connection to an outdoor type cable.

Service

There are no user-serviceable components inside of this device. Please contact Customer Care in the
event of a malfunction. In a fault condition, high temperatures may arise inside the system causing an
alarm signal. In the event of the alarm signal, immediately disconnect the device from the power source
and contact Customer Care. Further operation of the device will be unsafe and may cause personal
injury or property damage.

Safety Information

Site Selection

The system is designed to operate in a typical office environment. Choose a site that is:

o Clean, dry, and free of airborne particles (other than normal room dust).

o Well-ventilated and away from sources of heat, including direct sunlight and radiators.
o Away from sources of vibration or physical shock.

o Isolated from strong electromagnetic fields produced by electrical devices.

o Inregions that are susceptible to electrical storms, we recommend you plug your system into a surge
Suppressor.

o Provided with a properly grounded wall outlet.

o Provided with sufficient space to access the power supply cords, because they serve as the product’s
main power disconnect.

Equipment Handling Practices

Reduce the risk of personal injury or equipment damage by:
o Conforming to local occupational health and safety requirements when moving and lifting equipment.

o Using mechanical assistance or other suitable assistance when moving and lifting equipment.
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« Reducing the weight for easier handling by removing any easily detachable components.

Power and Electrical Warnings

Caution: The power button, indicated by the standby power marking, DOES NOT completely turn off
the system AC power; 5V standby power is active whenever the system is plugged in. To remove
power from system, you must unplug the AC power cord(s) from the wall outlet.

Do not attempt to modify or use an AC power cord if it is not the exact type required. A separate AC
cord is required for each system power supply.

This product contains no user-serviceable parts. Do not open the system.

When replacing a hot-plug power supply, unplug the power cord to the power supply being replaced
before removing it from the server.

Rack Mount Warnings

The equipment rack must be anchored to an unmovable support to prevent it from tipping when a
server or piece of equipment is extended from it. The equipment rack must be installed according to
the rack manufacturer’s instructions.

Mounting of the equipment in the rack should be such that a hazardous condition is not achieved due
to uneven mechanical loading.

Extend only one piece of equipment from the rack at a time.

To avoid risk of potential electric shock, a proper safety ground must be implemented for the rack and
each piece of equipment installed in it.

Cooling and Air Flow

Installation of the equipment should be such that the amount of air flow required for safe operation of the
equipment is not compromised.
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