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Incident Management
The Incidents module in Security Analytics provides an easy way to track the incident response
process. The Incident management solution provides the following:

l Track the Incident Response in a consistent way.

l Automate the process of creating actionable security incidents from incoming alerts.

l Provide business context and investigational tools to help the team discover the root causes.

l Track the remediation process in an automated way by integrating with a third party help desk
system.

Most of the investigations are achieved within the Security Analytics interface wherein you can
create and track remediation tasks, but Security Analytics also has the following options:

l Integration with a third party ticketing system that enables you to escalate remediation tasks
for the Operations target queue as tickets. 

l Integration with RSA Archer that enables you to escalate remediation tasks for
the GRC target queue as Findings or to report data breaches and trigger the breach response
process in the RSA Archer Security Operations Management solution.

The following figure depicts various ways in which you can track the incoming alerts and
accomplish the incident management process.
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Incident Management Process

Incident Management Workflow
Security Analytics Incidents module collects alerts from multiple sources and provides the
ability to group them logically and start an Incident response workflow to investigate and
remediate the security issues raised. Security Analytics Incidents module allows you to
configure rules to automate the aggregation of Alerts into Incidents.  Alerts will
be normalized by the system to a common format to provide users with a consistent view for the
rule criteria regardless of the data source. You can build query criteria based on the alert data
with the ability to query on fields that are common as well as specific to data sources.

The rule engine allows you to group similar alerts together into an Incident so that the
investigation and remediation workflow can be shared across a set of similar alerts. You can
create rules that can group alerts into incidents depending on a common value they share for one
or two attributes (for example, source hostname) or ​if they are reported within a limited time
window (for example, alerts that are within 4 hours of each other).

If an alert matches a rule, an incident is created using the criteria. As new alerts are ingested, if
an existing Incident was already created that matched those criteria, and that incident isn't "in
progress" yet, the new alerts will continue to be added to the same incident.  If there is no
existing incident for the grouped value (for example, the specific hostname) or the time window,
a new incident will be created and the alert will be added to it. 

You can have multiple aggregation rules. The rules can either group alerts into Incidents or
suppress alerts from being matched by any rule, hence the rules are ranked top-to-bottom and
only the first rule to match an incoming alert is be used to include that alert in an incident. The
Incidents provide a context for the alerts, provide tools to record the investigation status, and
track the remediation progress.

Various stages in the Incident Management process are:

l Review Alerts

l Manage Incidents

l Automate Incident Management process

l Track the incident response through

l Security Analytics UI

l a third party helpdesk system

l RSA Archer Breach management 
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Incident Management Workflow Diagram
The following figure shows the incident management workflow process.
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The Incident Management View
In Security Analytics menu, select Dashboard > Incidents. The various sections of the
Incidents module are displayed.

The following figure depicts the Incidents module displayed in the Security Analytics user
interface.

1. Queue - In the Incident Queue you can see a list of all incidents assigned and unassigned.
You can filter incidents, view incident details, investigate incidents, and track them to
closure.

2. Alerts - In the Alerts view you can see a list of alerts collected from various sources. You
can browse through various alerts, filter them, and group them to create incidents.

3. Remediation - In the Remediation view, you can see a list of all remediation tasks created
for various incidents. You can manage and track the remediation tasks, and push them to
helpdesk if required and track the incident to closure.

4. Configure - In the Configuration view you can configure notification settings, third party
system integration for incident management, set up aggregation rules to automate the incident
management workflow for automatically creating incidents.
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Review Alerts
The following tasks are performed as part of reviewing alerts:

l Understand the Alerts View. 

l Filter Alerts as required, based on source type, severity, and so on.

l Create an Incident Manually.

l Add Alerts to an Existing Incident.

l Delete Alerts as required.
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Filter Alerts
This procedure is useful when you want to look at alerts with a particular criteria, for example,
alerts from a particular source, alerts of a particular severity, alerts from a source that are not
part of an incident, and so on. Additionally, you can drill down to specifics of an alert to
analyze it and investigate further into an alert if required.

Prerequisites

Ensure that you understand the Alert view parameters before you proceed to filter the Alerts
view. For more information, see Alerts View.

Procedure

The following example describes how you can customize the view to display all ESA alerts with
severity level 5.

1. In the Security Analytics menu, select Incidents > Alerts.​

The All Alerts view is displayed.

2. In the options panel, select All Data for TIME RANGE.

Note: By default, alerts from the last 5 days​ are displayed. To see alerts for a different
period, change the time range.

3. Select Event Stream Analysis as SOURCE.

4. Set the SEVERITY level to 5.
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The right side panel shows a graphical representation of all ESA alerts of sev 5.

Note:When there is no data for a selected filter, the filter will be disabled. Click Reset
Selection to display default selection criteria. This applies to alerts, incidents, and
remediations. For example, in the previous graphic if you change Time Range to Last Hour
and there are no alerts for ESA in the last hour, source Event Stream Analysis (0) will be
grayed out. In such a case, click Reset Selection. Default criteria for all options is
displayed. 

5. Hover on the graph to view details about the number of alerts triggered on a particular day.

The alert details are displayed in the details view in the bottom half of the page.

Note: You can select an alert to create incidents, add an alert to an existing incident, or
investigate an alert from this view. For more details see Add Alerts to an Existing Incident.
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6. Double-click on an alert.

The Alert Details view is displayed.

The date of creation, the type of alert, description of the alert, the number of events, the user
and file information, and the size of the alert are the details displayed. You can investigate
the alert further as required.

Note: You can click Show Raw Alert to view the alert information in the raw format.

7. Under the Actions column, select Investigate Events.

Note: The available options under the actions menu is different for different types of
Alerts. For details, see Alerts View.

The Investigate > Navigate view of the service is displayed. You can select the options
available to investigate further.
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8. Click Back to Alerts to navigate to the All Alerts view.

9. If you want to restore defaults, click Reset Selection.

​​For details on various parameters and description in the Incidents > All Alerts view, see Alerts
View.
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Create an Incident Manually
This procedure is helpful when an analyst wants to browse through various alerts, select the
required alerts to group them, and create an incident to include the selected alerts. 

Note: Incidents can be created manually or automatically. An Alert can only be associated
with one Incident. For automatic creation of incidents you have to create aggregation rules that
would analyze the alerts collected and group them into incidents automatically depending on
which rules they match. For details, see Create an Aggregation Rule.

To create an incident manually:

1. In the Security Analytics menu, select Incidents > Alerts.​

The All Alerts view is displayed.

2. Select one or more alerts in the alert details view in the right hand bottom half of the page

Note: Only when you select alerts that have no Incident ID mentioned, the Create an
Incident option is enabled, else it is disabled if the alert is already part of an incident. You
can filter alerts that are not part of any incident by selecting the option Part of an
Incident as No in the options panel.

3. Click Create an Incident.

The Create Incident dialog is displayed.
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4. Provide the following information:
Name - Type a name to identify the incident.
Summary - (Optional) Type a description for the incident.
Assignee - (Optional) Select a assignee to whom the incident is assigned.
Categories - (Optional) Select one or more categories to which the incident belongs.
Priority - Select a priority for the incident from the options Critical, High, Medium, or Low
displayed in the drop-down list.

5. Click Save.

The incident is saved and displayed in the Incidents > Queue > All Incidents view.

Note: If you assign the incident to yourself, the incident will be saved and displayed in the
Incidents > Queue > My Incidents view.
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Add Alerts to an Existing Incident
This procedure is required when you have an alert with a particular criteria that fits an existing
incident and you do not have to create a new incident.

To add an alert to an existing incident:

1. In the Security Analytics menu, select Incidents > Alerts.
The All Alerts view is displayed.

2. In the alert details view in the right-hand bottom half of the page, select one or more alerts
that need to be added to an incident.

3. Click .

The Add the selected Alerts to an Incident dialog is displayed.
All the incidents assigned to you that are still open are displayed. You can search within the
dialog to narrow down the list.​

Note: Only when you have an alert that does not have an incident ID assigned, the Add to an
Incident option is enabled, else it is disabled if the alert is already part of an incident.

4. Select an incident from the list displayed to which the alert needs to be added.

5. Click Add to Incident.
The selected alert or alerts are now part of the incident chosen and will have an incident ID.
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Delete Alerts
This procedure is helpful when there are unwanted or non-relevant alerts. Deleting these alerts
frees up disk space.

Prerequisites

The Administrator role must be assigned to you.

Procedure

To delete alerts:

1. In the Security Analytics menu, select Incidents > Alerts.
The All Alerts view is displayed.

2. If you want to delete certain alerts, select each alert.

3. Click  .

4. Perform one of the following actions: 

l Click Delete selected to delete previously selected alerts.

l Select Delete by time range and choose the time range, then click Delete.

Note:When you delete by time range, you delete alerts up until the last hour.

5. Click OK.
A confirmation dialog is displayed.
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6. Click OK to delete the alerts.

Result

Each selected alert is deleted. The following conditions apply:

l If a deleted alert is the only alert in an incident, the incident is also deleted.

l If the deleted alert is not the only alert in an incident, the incident is updated to reflect the
deletion.

l You can manually add an alert that was part of a deleted incident to a new or existing
incident.

l The rule engine will not automatically pick up any alert that was part of a deleted incident.
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Incident Management Process Flow
As part of the Incident Management process flow, you can edit incidents to modify their
parameters as required, delete incidents, assign the incidents to different users, and track and
monitor them to closure.

The following list introduces various tasks that are performed as part of the Incident
Management process:

l View Incident Queue

l View Incident Details

l Edit Incidents

l Investigate an Incident

l Add a Journal Entry

l Create a Remediation Task

l Send a Remediation Task as a Helpdesk Ticket

l Send a Remediation Task to RSA Archer

l Close an Incident

l Delete Incidents
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View Incident Queue
Administrators and analysts can view incidents in the Incidents Queue. You can see your
assigned incidents or all incidents, and view the queue using different filters.

To view the Incident queue:

1. In the Security Analytics menu, select Incidents > Queue.

The My Incidents view is displayed by default. This displays a list of incidents assigned to
you.

The right hand panel displays the graphical representation of the incidents assigned to you.
The graph displays the incident trend by priority and is one line per priority.

For details on various parameters displayed and their description, see Incident Queue View.

2. Select All Incidents.

The All Incidents view is displayed with a list of all incidents.

The right hand panel displays the graphical representation of the incident trend by assignee
and is one line per assignee.
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For details on various parameters displayed and their description, see Incident Queue View. 
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View Incident Details
This procedure is required when you need to further investigate an incident and decide on how to
proceed with remediation of the incident and track it to closure.

To access and view incident details:

1. In the Security Analytics menu, select Incidents > Queue.

The My Incidents view is displayed. It lists all the incidents that are assigned to you. The
All Incidents view lists all the incidents in Security Analytics.

2. In the My Incidents view, double-click an incident.

The Incident details page is displayed.

The Incident details page displays all the details pertaining to the incident. You can analyze
the data and perform the following operations from this view:

l Discover the context and risk of the Incident by viewing the Alerts and/or their Events, or
using the action menu to investigate related events.

l Track the progress of the workflow on the Incident by assigning it to the right analyst,
setting the priority, recording the status of the investigation, or categorizing the Incident.
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l Document the investigation results using the Incident Journal, or track the remediation
process using Remediation Tasks.

l In cases where there is evidence of a data breach, report it to the compliance team.

l Close the Incident once the investigation is completed.

3. Click Back to Queue to return to the Incidents view.
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Edit Incidents
You can edit incidents in one of the following ways:

l Edit an incident - Use this when you need to modify particulars of a single incident. 

l Edit incidents in bulk - Use this when you have to modify a particular criteria for multiple
incidents.

Edit an Incident

1. In the Security Analytics menu, select Incidents > Queue.

2. In the All Incidents view, select an incident.

3. Click .

The Edit Incident dialog is displayed.

Note: Alternatively you can select Edit Incident under the actions column for the selected
incident.

4. Modify the required values.

5. Click Save.
The edited incident is displayed in the All Incidents view.
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Note: This procedure can be performed in a similar way in the My Incident view as well.

Edit Incidents in Bulk

1. In the Security Analytics menu, select Incidents > Queue.

2. In the All Incidents view, select 2 or more incidents.

3. Click .

The Edit Incidents dialog is displayed.

4. Modify the required values.

The values that can be modified in bulk are Priority, Status, Assignee, and Categories. If you
select a checkbox, any modifications in the values for that field (including clearing the value)
are applied for that field for all selected Incidents. If the checkbox is not selected, that field
is unchanged for the selected Incidents.

5. Click Save.

The edited incidents are displayed in the All Incidents view.

Note: This procedure can be performed in a similar way in the My Incidents view as well.
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Investigate an Incident
Once you create an incident manually or by using an automated process, the next step is to
further investigate the incident, create a remediation task, add journal entries to include specifics
and additional information for the incident, track the remediation tasks to closure, push the tasks
as help desk tickets to resolve them, and finally decommission the incident.

The various stages of investigating an incident and the actions performed by an administrator are
outlined in the table below.

Tasks Reference

1. Access and view incident details.  Refer to View Incident Details.

2. Add a journal entry. Refer to Add a Journal Entry.

3. Create and track a remediation task.  Refer to Create a Remediation Task.

4. Push a remediation task as a Help
Desk ticket

Refer to Send a Remediation Task as a Helpdesk

Ticket.

5. Close an incident. Refer to Close an Incident.

Topics

l Add a Journal Entry

l Create a Remediation Task

l Send a Remediation Task as a Helpdesk Ticket

l Send a Remediation Task to RSA Archer

l Close an Incident
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Add a Journal Entry

You create a journal entry for an incident to capture additional information regarding the incident
that helps the assignee understand the incident and track it in a better way.

Procedure

To create a journal entry for an incident:

1. In the Security Analytics menu, select Incidents > Queue.
The My Incidents view is displayed.

2. In the My Incidents view, double-click an incident.
The incident details view is displayed.

3. Under Incident Journal, click 

The New Journal Entry dialog is displayed.

4. Provide the required information. The Notes field is required. Type in relevant useful
information in the Notes field to describe the investigation. The Investigation Milestone and
file attachments are optional and can be included when it is useful for further
investigation. The Investigation Milestone options are: Reconnaissance, Delivery,
Exploitation, Installation, Command and Control, Action On Objective, Containment,
Eradication, and Closure. 

5. Click Publish Journal Entry.
The journal entry is created and displayed under Incident Journal.
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Create a Remediation Task

When you have investigated an incident and have identified the cause, you can create a
remediation task, assign it to a particular group and track it to closure.

Procedures

Create a Remediation Task

1. In the Security Analytics menu, select Incidents > Queue.
The My Incidents tab is displayed.

2. In the My Incidents tab, double-click an incident.
The incident details view is displayed.

3. Under Remediation Tasks, click 

The New Remediation Task dialog is displayed.

4. Provide the following information:
Name - Name of the remediation task.
Description - (Optional) Type information that describes the remediation task.
Priority - Select the priority for the task: Low, Medium, High, or Critical.
Target Queue - Select the target queue depending on the type of the task: Operations, GRC, or
Content Improvement.
Type - Select a type for the task: Quarantine host, Quarantine Network Device, Block
IP/Port, Block External Access to DMZ, Block VPN Access, Reimage host, Update
Firewall Policy, Update IDS/IPS Policy, Update Web Proxy Policy, Update Access Policy,
Update VPN Policy, or Custom. 
Assignee - (Optional) Type the username of the user to whom the task is to be assigned.
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5. Click Save.
The remediation task is listed under Remediation tasks.

Modify a Remediation Task

1. In the Security Analytics menu, select Incidents > Queue.
The My Incidents view is displayed.

2. In the My Incidents view, double-click an incident.
The incident details view is displayed.

3. Under Remediation Tasks, double-click a remediation task.
The remediation task details view is displayed.

4. Click .

The Edit Remediation Task dialog is displayed.

5. Modify the required fields.

6. Click Save.

Note: Alternatively, you can click the parameter that you want to modify in the top panel and
modify the value as required.
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Send a Remediation Task as a Helpdesk Ticket

You can push a remediation task as a Helpdesk ticket where it can be managed in a third party
helpdesk system and tracked to closure.

Prerequisites

Ensure you have enabled the integration with the third party helpdesk ticketing system. See
Configure Integration Setting to Manage Incidents in Security Analytics for details.

Procedure

To push a remediation task as a helpdesk ticket:

1. In the Security Analytics menu, select Incidents > Queue.
The My Incidents view is displayed.

2. In the My Incidents view, double-click an incident.
The Incident Details view is displayed.

3. Under Remediation Tasks, double-click a remediation task.
The Remediation Task Details view is displayed.

4. Click 

The remediation task is pushed to the helpdesk ticketing system.

5. Click to view the ticket in the helpdesk system.
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Send a Remediation Task to RSA Archer

You can push the remediation tasks to the Archer target queue and report data breaches and
track them through the breach response process in the RSA Security Operations Management
solution.

Prerequisites

Ensure you have enabled the integration with the RSA Archer. See Configure Integration Setting
to Manage Incidents in RSA Archer Security Operations for details.

Procedure

To push a remediation task to RSA Archer:

1. In the Security Analytics menu, select Incidents > Queue.
The My Incidents view is displayed.

2. In the My Incidents view, double-click an incident.
The Incident Details view is displayed.

3. Under Remediation Tasks double-click a remediation task.
The Remediation Task Details view is displayed.

4. Click  . 

The remediation task is sent to RSA Archer.

5. Navigate to the RSA Archer UI to view and track the remediation task to closure.

35 Incident Management Process Flow



Incident Management Guide

Close an Incident

When you have arrived at a solution after investigating an incident and remediated it, you close
the incident.

Procedure

To close an incident:

1. In the Security Analytics menu, select Incidents > Queue.
The My Incidents view is displayed.

2. In the My Incidents view, select an incident.

3. Click 

The Incident is closed and the status of the incident is displayed as Closed in the Incidents
view.

Note: ​Alternatively, you can close the incident by selecting Close Incident under the Actions
column for the incident or by selecting Close Incident in the Incident Details view of an
incident.
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Delete Incidents
This procedure is helpful to free up disk space by deleting incidents that are not needed.

Procedure

1. In the Security Analytics menu, select Incidents > Queue.
The My Incidents tab is displayed.

2. Select the All Incidents tab to see all incidents for all analysts.

3. Perform one of the following actions:

l Select each incident to delete, then click .

l Click  , choose Delete by Time Range and select the time period to delete

alerts.

3. Click OK.

4. A confirmation dialog is displayed.
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5. Click OK to delete the incidents.

Result

Deleted incidents, which includes journal entries and remediation tasks, are deleted. The
incidents are no longer accessible for evidentiary purposes.

Alerts that were associated with a deleted incident still display in the Alerts tab so you can
manually add them to another incident. However, the rule engine will no longer pick up the
alerts and automatically group them into incidents.

An audit log records the number of incidents that were deleted.
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Automate the Incident Management Process
You can automate the workflow to avoid manual intervention wherever required for ease of use.
You can create and manage users and user permissions that are required to investigate the
incidents, and create aggregation rules to group alerts as per specified criteria and create
incidents automatically. These incidents created are further investigated as described in Incident
Management Process.

The following list shows the procedures for automating the incident management process:

l Add user with required permission to investigate incidents assigned. For more information,
see Manage Users with Roles and Permissions in the System Security and User
Management guide.

l Configure Notification Settings to send email notifications once the incidents are created and go
through various stages of incident

l Create an Aggregation Rule to group alerts into incidents depending on the criteria set.

l Set a Retention Period for Alerts and Incidents

l Obfuscate Private Data: Hash values for meta keys that contain sensitive data such as
hostnames, usernames, and IP addresses.
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Configure Notification Settings
Configuring notification settings enables notification mechanism for various operations
performed during the Incident Management workflow. 

To configure notification settings:

1. In the Security Analytics menu, select Incidents > Configure.

2. Click Notifications.

The Notifications Settings view is displayed.
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3. Provide the following information to configure various notification settings.

Parameter Description

Email
Server

Select the Email server address from the drop-down list to be configured to
send out mail notification when the notification settings are enabled.

If there is no email server address configured you will not see an email
server listed in the drop-down list. You have to configure an email server
before you can proceed with this procedure. You can configure the email
server by clicking Configure email or distribution list and providing the
required details. Refer to the Configure Email Server and Notification
Account in the System Configuration guide on how to configure an email
server.

SOC
Managers

Type the SOC Manager email addresses to which a notification mail is sent
for the selected operations.

Incident
Assignee?

Select if you want a mail notification to be sent, to whom the incident is
assigned, for the corresponding workflow whenever an incident is assigned.

SOC
Manager?

Select if you want a mail notification to be sent to the group of SOC
managers for the corresponding workflow. This corresponds to the manager
email addresses provided under SOC Managers.

Additional
Addresses

Type in additional addresses to which you want mail notifications to be sent
for the corresponding workflow.
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4. (Optional) In the Template column, click to modify the template for any workflow.

The following figure shows you an incident created template in the edit mode.

The following figure shows you the remediation task updated template in the edit mode.
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Note: You can edit the incident created template or remediation task updated template to
include variables in the Subject field.
In case of an incident created template, you can use the following variables: id (String),
assigneeName (String), priority (String), categories (Array).
In case of a remediation task updated template, you can use the following variables: id
(String), assignee (String), priority (String), lastUpdated (Date).
This is intended for the user to get a quick context of the incident or remediation task.
Also, you can include array, date-time, custom-defined, and null type variables provided
you use an appropriate free marker syntax to handle them.

5. Click Apply to save the Notification settings.
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Create an Aggregation Rule
You can create aggregation rules with various criteria to automate the incident creation process.
Alerts that meet the rule criteria are grouped together to form an incident. This is useful when
you know a particular set of alerts can be grouped into an incident and you can set an
aggregation rule that takes care of grouping the alerts instead of spending time in manually
creating an incident and adding the alerts to that incident individually. To create incidents
automatically you need to create an aggregation rule.

To create an aggregation rule:

1. In the Security Analytics menu, select Incidents > Configure.

2. Select Aggregation Rules.

The Aggregation Rules view is displayed.

A list of 9 pre-defined rules is displayed. You can do one of the following:

l add a new rule 

l edit an existing rule

l clone a rule

3. To add a new rule, select .

The New Rule tab is displayed.

The example below shows grouping alerts into an incident based on the risk score.
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4. Click Save.

The rule is displayed in the Aggregations Rules view. The rule will be enabled and it starts
creating incidents depending on the incoming alerts that are matched as per the criteria​
selected.

See Also:
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l For details about various parameters that can be set as criteria for an aggregation rule,
see New Rule Tab.

l For details on the parameter description and field description in the Aggregation Rules view,
see Aggregation Rules Tab.
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Set a Retention Period for Alerts and Incidents
Sometimes data privacy officers want to retain data for a certain period of time and then delete
it. A shorter retention period frees up disk space sooner. In some cases, the retention period
must be short. For example, laws in Europe state that sensitive data cannot be retained for more
than 30 days. After 30 days, the data must be obfuscated or deleted.

Setting a retention period for data is an optional procedure. The time
that Incident Management receives alerts and creates an incident determine when retention
begins. Retention periods range from 30 to 365 days. If you set a retention period, one day after
the period ends data is permanently deleted.

Retention is based on the time that IM receives the alerts and the incident creation time.

Caution: Data deleted after the retention period cannot be recovered.

When the retention period expires, the following data is permanently deleted:

l Alerts

l Incidents

l Remediation tasks

l Journal entries

l Attachments for the above

Logs track retention and manual deletion so you can see what has been deleted. To see im.log,
click Administration > Services. Select an Incident Management service and click View >
Logs. To see audit logs, go to /opt/rsa/im/logs on Security Analytics server.

The feature does not apply to Archer or other third-party SOC tools. Alerts and incidents from
other systems must be deleted separately.

Prerequisites

The Administrator role must be assigned to you.

Procedure

1. In the Security Analytics menu, select Incidents > Configure.
The Configure panel is displayed with the Aggregation Rules tab open.

2. Select the Retention Scheduler tab.
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3. Select Enable data retention scheduler to delete incidents and alerts older than the
retention period.
The scheduler runs every 24 hours at 23:00.

4. In the Retain incidents and alerts for field, select 30, 60, 90, 120 or 365 days or type any
number.

5. Click Apply.

Result

Within 24 hours after the retention period ends, the scheduler permanently deletes all alerts and
incidents older than the specified period from the Incident Management module. Journal entries
and remediation tasks associated with the deleted incidents are also deleted.

Automate the Incident Management Process 48



Incident Management Guide

Obfuscate Private Data
The Data Privacy Officer (DPO) role can identify meta keys that contain sensitive data and
should display obfuscated data. This topic explains how the administrator maps those meta
keys to display a hashed value instead of the actual value.

The following caveats apply to hashed meta values:

l Security Analytics supports two storage methods for hashed meta values, HEX (default) and
string.

l When a meta key is configured to display a hashed value, all security roles see only the
hashed value in the Incidents module. 

l You use hashed values the same way you use actual values. For example, when you use a
hashed value in rule criteria the results are the same as if you used the actual value.

This topic explains how to obfuscate private data in Incident Management. Refer to the Data
Privacy Management Overview topic in the Data Privacy Management guide for additional
information about data privacy.

Mapping File to Obfuscate Meta Keys

In the Incidents module, the mapping file for data obfuscation is data_privacy_map.js. In it you
type an obfuscated meta key name and map it to the actual meta key name.

The following example shows the mappings to obfuscate data for two meta keys, ip.src and
user.dst:

'ip.src.hash' : 'ip.src',
'user.dst.hash' : 'user.dst'

You determine the naming convention for obfuscated meta key names. For example, ip.src.hash
could be ip.src.private or ip.src.bin. You must choose one naming convention and use it
consistently on all hosts.

Prerequisites

l DPO role must specify which meta keys require data obfuscation.

l Administrator role must map meta keys for data obfuscation.

Procedure

1. Open the data privacy mapping file:
/opt/rsa/im/scripts/normalize/data_privacy_map.js
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2. In the obfuscated_attribute_map variable , type the name of a meta key to hold
obfuscated data. Then map it to the meta key that does not contain obfuscated data according
to this format:
'ip.src.hash' : 'ip.src'

3. Repeat step 2 for every meta key that should display a hashed value. 

4. Use the same naming convention as in step 2 and use it consistently on all hosts.

5. Save the file.
All mapped meta keys will display hashed values instead of actual values.
In the following graphic, hashed values display for the IP address and user:

New alerts will display obfuscated data.

Note: Existing alerts still display sensitive data. This procedure is not retroactive.
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System Integration
You can configure the integration settings so as to manage incidents in RSA Security Analytics
or in RSA Archer Security Operations.

Topics

l Configure Integration Setting to Manage Incidents in Security Analytics

l Configure Integration Setting to Manage Incidents in RSA Archer Security Operations
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Configure Integration Setting to Manage Incidents in Security Ana-
lytics
You have to configure system integration settings to manage incidents in Security Analytics.
You can enable integration with:

l IT helpdesk ticketing system that helps you push remediation tasks as helpdesk tickets.

l RSA Archer that helps you to push the remediation tasks to the Archer target queue and to
report data breaches and track them through the breach response process in the RSA Security
Operations Management solution. 

To configure integration settings to manage incidents in Security Analytics:

1. In the Security Analytics menu, select Incidents > Configure.

2. Select Integration.

The System Integration Settings view is displayed.

3. SelectManage Incident Workflow in RSA Security Analytics.

4. Select one or more of the following options:

l Allow Analysts to escalate remediation tasks for the Operations target queue as
tickets - This enables you to push remediation tasks as help desk tickets and track them to
closure.
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l Allow Analysts to escalate remediation tasks for the GRC target queue as Findings -
This enables you to escalate and push remediation tasks to the Archer target queue with
additional information that helps in tracking it to closure.

l Allow Analysts to report data breaches and trigger the breach response process in
the RSA Security Operations Management solution - This enables you to report a data
breach and track it through the breach response process in the RSA Security Operations
Management solution

5. Select Apply to save the configuration settings.
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Configure Integration Setting to Manage Incidents in RSA Archer
Security Operations
You have to configure system integration settings to manage incident workflow in RSA Archer
Security Operations. When this setting is enabled, Incidents and Remediation Tasks will no
longer be visible in RSA Security Analytics.

For the versions of Archer SecOps that are compatible with Security Analytics refer to the RSA
Archer Integration Guide.

To configure integration settings to manage incident workflow in RSA Archer Security
operations:

1. In the Security Analytics menu, select Incidents > Configure.

2. Click the Integration tab.

The System Integration Settings view is displayed.

3. SelectManage Incident workflow exclusively in RSA Archer Security Operations
Management.

4. Select Apply to save the configuration settings.
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Incident Management Reference Information
The Incident Management module user interface provides access to Security Analytics incident
management functions. This topic contains descriptions of the user interface as well as other
reference information to help users understand the functions of Incident Management.

Topics

l Alerts View

l Configure View

l Incident Queue View

l Remediation View
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Alerts View
This topic describes how to access the Alerts view, details about the Alerts view, and
understanding various aspects of alerts. In the Alerts view you can browse through various
alerts, filter them, and group them to create incidents.

To access the Alerts view, in the Security Analytics menu, select Incidents > Alerts.​ The All
Alerts view is displayed. You can customize the Alerts view to view alerts as per your
requirement.

Features

The Alerts view offers several details and commands to help customize the view and display
alerts.

Alerts View Details

The options panel in the All Alerts view displays various parameters that can be used to
customize the alert display.

The following table describes the various parameters that you can select to filter the alerts and
customize the view. The filter parameters you choose to filter the alerts are persisted and
retained when you navigate away from the present view to switch between tabs, sessions or
when you navigate to the details screen. The Reset Selection option enables you to reset the
filter options to the default value.
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Parameter Description

TIME RANGE Select a time range to view alerts in that time range. For
example:

l Select Last 24 Hours to view alerts triggered in the
last 24 hours.

l Select All Data to view alerts triggered from the time
the service was added. 

l Select Custom and provide a date range to view alerts
triggered in that time frame.

SOURCE Indicates the number of Alerts categorized depending on
their sources. For example, RSA ECAT(86) indicates
there are 86 alerts triggered by RSA ECAT.

Select one or multiple sources to view alerts triggered by
the selected sources. For example, to view ECAT Alerts
only, select RSA ECAT as the source.

TYPE Indicates the type of events in the alert, for example, logs,

network sessions, and so on.

SEVERITY Indicates the severity of the alerts. Select a value to view

the alerts of the required severity. ​For example, to view

alerts of severity 75, select 75 as the severity level.

PART OF INCIDENT? Indicates the number of Alerts categorized depending
whether they belong to an incident or not. For example,
Yes(180) indicates there are 180 alerts that are part of
incident.

Select Yes to view alerts that are part of an
incident. Select No to view alerts that are not part of any
incident.

SOURCE COUNTRY If geo-ip is enabled on the Decoder, filters on the country

tagged on the source device in an event within the Alert.

DESTINATION COUNTRY If geo-ip is enabled on the Decoder, filters on the country

tagged on the destination device in an event within the

Alert.

57 Incident Management Reference Information



Incident Management Guide

Parameter Description

Resets filter options to default values.

The top half of the Alert panel displays the graphical representation of the trend of alerts over
time (grouped by each source) that match the filter criteria as per the parameters chosen.

Alert Details

The bottom half of the Alert panel displays the alert details. The following table describes the
various alert details.

Field Description

Date

Created

Displays the date when the alert was created.

Severity Displays the severity of the alert. The values are from 1 through 100. 

Name Displays the name of the alert.

Source Displays the source of the alert. The source of the alerts can be ECAT, Malware

Analytics, ESA, Investigator service or Reporting Engine.

# Of

Events

Indicates the number of events contained within an alert.

Note: This varies depending on the source of the alert. For example, ECAT and
MA alerts always have one Event. For certain types of alerts, a high number of
events may mean that the alert is more risky.

Host Sum-

mary

Displays details of the host like host name from where the alert was triggered. The

details may include information about the source and/or destination devices in an

Alert. Some alerts may describe events across more than one device​.

User

Summary

Displays the summary of the user or users associated with the events in the Alert.

Incident

ID

Displays the Incident ID of the incident of which the alert belongs to. If there is no

incident ID it implies that the alert does not belong to any incident and you can cre-

ate an incident to include this alert or the alert can be added to an existing incid-

ent.
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Field Description

Action Allows you to investigate the alert further. The available options to investigate
further are different for different types of Alerts.

For example:
For an ECAT alert the available option is View ECAT Analysis. It allows you to
view the host analysis in the ECAT client, if you have it installed on your client
machine​. For an ESA or Reporting Engine the available options are Investigate
Events, Investigate Device IP Address, Investigate Source IP Address,
and Investigate Destination IP Address. It allows you to view the events in the
Investigator view, or view similar Events (for example. by the same source or
destitution IP address). For a Malware Analytics the available option is View
Malware Analysis. It allows you to view the Event details from the malware
analysis.

Options

The bottom half of the Alert panel provides you options to perform various operations. The
table describes the various commands available.

Command Action

Select this to create an incident. Refer to Create an Incident Manually.

Select this to add the selected alert to an existing incident. Refer

to Add Alerts to an Existing Incident.

Select this to delete alerts. Refer to Delete Alerts.
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Alerts Details View

In the Alerts Details view, you can see the details of an alert.

To access the Alerts Details view:

1. 1. In the Security Analytics menu, select Incidents > Alerts.

2. Double-click an alert.

The Alert Details view is displayed.

Related procedures are available in Filter Alerts.

Features

The following table lists the parameters displayed in the Alerts Details view. 

Parameter Description

Total Events Displays the total number of events.

Severity Displays the level of severity.

Risk Score Displays the level of risk.

Alert Rule ID Displays how and by whom the alert was created.
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Parameter Description

Created Displays details about the date and time when the task was created.

Sources Displays the original source.

Toolbar

The following table lists the operations that can be performed in the Alerts Details view.

Parameter Description

Back to Alerts Allows you to navigate back to the Alerts View.

Show Raw

Alert

Displays Raw Alert Data details.

View Event

Details

Displays details of the event including: related links, data, destination, and

source.

View Original

Event

Displays Event Reconstruction and details on the service, id, type, source,

destination, and service.
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Configure View
The Configure view enables you to configure the system's Incident Management
functionality​. You can configure notification settings, third party system integration for incident
management, and aggregation rules to automate the incident management workflow for
automatically creating incidents.

The Configure view has three subviews for the various functions.

Topics

l Aggregation Rules Tab

l Integration Tab

l Notifications Tab

l Retention Scheduler Tab

Incident Management Reference Information 62



Incident Management Guide

Aggregation Rules Tab

This topic covers information of parameters required in creating and managing aggregation rules
for automating the incident creation process as part of the incident management workflow.

To access the Aggregation Rules view, in the Security Analytics menu, select Incidents >
Configure > Aggregation Rules. The Aggregation Rules view is displayed.

Features

The Aggregation Rules tab consists of a grid and toolbar.

Aggregation Rules Grid

The following table lists the parameters that need to be provided for creating new aggregation
rules.

Parameter Description

Order Denotes the order in which the rule is placed. The rule order determines which

rule takes effect if the criteria for multiple rules match the same alert.

Name Displays the name of the rule.

Enabled Denotes whether the rule is enabled or not.
The specifies the rule is enabled.
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Parameter Description

Description Displays the description of the rule.

Last Run Displays the time when the rule was last run. This value is reset once a week.

Matched

Alerts

Displays the number of matched alerts. This value is reset once a week.

To change the setting, see the Set Counter for Matched Alerts and Incid-

ents topic in the Incident Management Configuration Guide.

Incidents Displays the number of incidents created by the rule. This value is reset once a

week.

To change the setting, see the Set Counter for Matched Alerts and Incid-

ents topic in the Incident Management Configuration Guide.

Toolbar

The following table lists the operations that can be performed in the Aggregation Rules view.

Parameter Description

Allows you to add a new rule.

Allows you to edit a rule.

Allows you to delete a rule.

Allows you to duplicate a rule.
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New Rule Tab

This topic covers information of parameters required in creating a new rule.

To access the New Rule tab view:

1. In the Security Analytics menu, select Incidents > Configure > Aggregation Rules.

The Aggregation Rules view is displayed.

2. Click  .

The New Rule tab is displayed.
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The New Rule view offers several fields in which you can customize a new rule.

The following table lists the parameters that need to be provided for creating new aggregation
rules.

Parameter Description

Enabled Select to enable the rule.

Name* Name of the rule. This is a required field. 

Description A description for the rule to give an idea about what alerts get aggregated.

Match Condi-

tions*

Query Builder - Select if you want to build a query with various conditions
that can be grouped. You can also have nested groups of conditions.

Match Conditions - You can set the value to All of these, Any of these, or
None of these. Depending on what you select the the criteria types specified in
the Conditions and Group of conditions are matched to group the alerts.

For example, if you set the match condition to All of these, alerts that match
the criteria mentioned in the Conditions and Group Conditions are grouped into
one incident.
Add a Condition to be matched by clicking <>
Add a Group of Conditions by clicking <> and adding conditions by clicking <>
You can include multiple Conditions and Groups of Conditions that can be
matched as per criteria set and group the incoming alerts into incidents.

Advanced - Select if you want to add an advanced query builder. You can add
a specific condition that needs to be matched as per the matching option
selected.

For example: you can type the criteria builder format {"$and":
[{"alert.severity" : {"$gt":4}}]} to group alerts that have severity greater than
4.

For advanced syntax, refer to 
http://docs.mongodb.org/manual/reference/operator/query/
 or http://docs.mongodb.org/manual/reference/method/db.collection.find/

Action Group into an Incident - If enabled, the alerts that match the criteria set are
grouped into an alert.

Suppress the Alert - If enabled, the alerts that match the criteria are
suppressed.
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Parameter Description

Grouping

Options*

Group By: The criteria to group the alerts as per the specified category. You
can group the alerts with no attributes (all matching Alerts grouped together), 1
attribute, or 2 attributes. Grouping on an attribute means that all matching
Alerts containing the same value for that attribute are grouped together in the
same Incident.

Time Window: The time range specified to group alerts.
For example if the time window is set to 1 hour, all alerts that match the
criteria set in Group By field and that arrive within an hour of each other are
grouped into an incident.

Incident

Options

Title - (Optional) Title of the incident. You can provide placeholders based on
the attributes you grouped. Placeholders are optional. If you do not use
placeholders, all Incidents created by the rule will have the same title.

For example, if you grouped them according to the source, you can name the
resulting Incident as Alerts for ${groupByValue1}, and the incident for all
alerts from ECAT would be named Alerts for ECAT.

Summary - (Optional) Summary of the incident.

Categories - (Optional) Category of the incident created. An incident can be

classified using more than one category.

Assignee - (Optional) Name of the assignee to whom the incident is assigned

to.

Priority Average of Risk Score across all of the Alerts - Takes the average of the
risk scores across all the alerts to set the priority of the incident created.

Highest Risk Score available across all of the Alerts - Takes the highest
score available across all the alerts to set the priority of the incident created.

Number of Alerts in the time window - Takes the count of the number of
alerts in the time window selected to set the priority of the incident created.

Move the slider to adjust the scale that sets the priority level of the incident.

Notifications A set of email addresses of the users to be notified when incidents are created

by this rule.
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Integration Tab

The Integration tab enables you to configure the System Integration settings, which allow
analysts to automatically share data with other systems, such as RSA Archer or 3rd party help
desk systems.

To access this tab, select Incidents > Configure in the Security Analytics menu, then select
the Integration tab.

The Integration tab consists of the System Integration Settings panel, where you can choose
where to manage incident workflow and set integration permissions for analysts. The following
figure shows the Integration tab.

The following table describes the configuration parameters.

Parameter Description

Manage incident workflow in

Security Analytics

Enables incident workflow management in Security Ana-

lytics. Selecting this option disables the Manage incident

workflow exclusively in RSA Archer Security Oper-

ations Management.

Allow analysts to escalate

remediation tasks for the Oper-

ations target queue as tickets

Enables you to push remediation tasks as help desk tickets

and track them to closure.
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Parameter Description

Allow analysts to escalate

remediation tasks for

the GRC target queue as Find-

ings

Enables you to escalate and push remediation tasks to the

Archer target queue with additional information that helps in

tracking it to closure.

Allow analysts to report data

breaches and trigger the breach

response process in the RSA

Archer Security Operations

Management solution

Enables you to report a data breach and track it through the

breach response process in the RSA Archer Security Oper-

ations Management solution.

Manage incident workflow

exclusively in RSA Archer

Security Operations Man-

agement

Disables incident workflow management outside of RSA

Archer Security Operations Management. Incidents and

Remediation tasks are no longer visible in RSA Security

Analytics, and the Manage incident workflow in Security

Analytics options are unavailable.
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Notifications Tab

In this view you can set notifications for various operations that are performed through out the
incident management workflow.

To access the Notification Settings view, in the Security Analytics menu, select Incidents >
Configure > Notifications. The Notification Settings view is displayed.

The Notifications tab consists of the Notification Settings panel.

The following table lists the parameters that need to be enabled for notification settings.

Parameter Description

Email Server The Email server address to be configured to send out mail noti-

fications for the notification settings enabled.

Configure email or

distribution list

Click this to configure an email server if the email server is not listed

in the Email server drop-down list.

SOC Managers SOC Manager email addresses to which the notification mail is sent

for the selected operations.

Workflow The workflow in which a notification is sent if enabled.
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Parameter Description

Incident Assignee? Select if you want a mail notification to be sent for the corresponding

workflow whenever an incident is assigned.

SOC Managers? Select if you want a mail notification to be sent to the SOC managers

for the corresponding workflow.

Additional

Addresses

Additional addresses to which you want mail notifications to be sent

for the corresponding workflow.

Template Click Edit to modify the template for the selected workflow.

Apply Click Apply to save the settings applied.

71 Incident Management Reference Information



Incident Management Guide

Retention Scheduler Tab

The settings in the Retention Scheduler tab allow you to specify a retention period for alerts and
incidents. 

To access the Retention Scheduler tab:

1. In the Security Analytics menu, select Incidents > Configure.

The Configure panel opens to the Aggregation Rules tab by default.

2. Select the Retention Scheduler tab.

The Retention Scheduler tab has these features:

Feature Description

Number of days Specifies how long to keep alerts and incidents before they get deleted.

Enable  Deletes alerts and incidents when the retention period ends.

Apply Puts the settings into effect immediately.
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Incident Queue View
In the Incident Queue view, you can see a list of all incidents assigned and unassigned. You can
manage and track these incidents to closure. 

To access the Incident Queue tab, in the Security Analytics menu, select Incidents >
Queue. A queue of all incidents is displayed.

Features

This view has the following tabs:

l All Incidents - lists all incidents.

l My Incidents - lists all incidents assigned to you.

All Incidents Tab

This is an example of the All Incidents tab.
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The options panel has parameters that can be used to filter incidents. The filter parameters you
choose to filter the incident queue are persisted and retained when you navigate away from the
present view to switch between tabs, sessions or when you navigate to the incident details
screen. The Reset Selection option enables you to reset the filter options to the default value. 

Parameter Description

TIME RANGE Select a time range to view incidents in that time range.

For example:

l Select Last 24 Hours to view incidents created in the
last 24 hours.

l Select All Data to view all the incidents created. 

l Select Custom and provide a date range to view
incidents created in that time frame.

PRIORITY Indicates the number of incidents depending on their pri-

orities.

For example: Critical (18) indicates there are 18 incid-

ents having priority set to Critical.

Selecting one of the displayed options filters the incid-

ents and displays only the incident priority selected.

For example: If I select Critical (18), the Incident panel

displays only the 18 incidents with a priority set to Crit-

ical.

ANALYSTS This indicates the incidents categorized depending on to

whom it is assigned. 
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Parameter Description

STATUS Indicates the incidents categorized depending on their

status.

For example: Assigned (7) indicates there are 7 incid-

ents that are in the Assigned state.

Selecting one of the displayed options filters the incid-

ents and displays only the incidents belonging to the

selected category.

For example: If you select Assigned (7), the Incident

panel displays only the 7 incidents that are in the

Assigned state.

CATEGORY TAGS Indicates the number of incidents belonging to a par-

ticular category. Since Categories are hierarchical, the

category tags just count the parent category.​

For example: Malware (5) indicates there are 5 incid-

ents belonging to the Malware category.

Selecting one of the displayed options filters the incid-

ents and displays only the incidents belonging to the

selected category. For example: If I select Malware

(5), the Incident panel displays only the 5 incidents that

belong to the malware category. 
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Parameter Description

LINKED REMEDIATION Indicates the incidents categorized depending on

whether they have remediation tasks or not.

For example: 

Yes (5) indicates there are 5 incidents that have remedi-

ation tasks.

No (3) indicates there are 3 incidents that have no

remediation tasks.

Selecting one of the displayed options filters the incid-

ents and displays only the incidents depending on what

is chosen.

For example: If I select Yes (5), the Incident panel dis-

plays only the 5 incidents that have remediation tasks.

BREACH TAGS Displays the breach tag associated with the incident.

Resets filter options to default values.

The Incident hand panel has the following information:

On the top is a graphical representation of the incident trend by assignee and is one line per
assignee. The graphical representation is based on the filter chosen. You can highlight the
required line per assignee by disabling the other two in the box on the Incident side of the graph. 

The lower part has a list of incidents and their details displayed as per the filter chosen.

Parameter Description

Date Created Displays the date when the incident was created.

Priority Displays the priority of the incident.

The priority can be any of the following: Critical, High, Medium, or Low.

ID Displays the incident ID.

Name Displays the incident name.

Status Displays the work flow status of the incident.
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Parameter Description

Assignee Displays the user to whom the incident is assigned to. This is visible only in

the ALL Incidents details view.

#Alerts Displays the number of alerts the incident is made up of.

#Remediation  Displays the number of remediation tasks created for the incident.

Breach Displays whether the incident has a data breach, and if does it displays the

breach tag.

Actions Displays the actions that can be performed on the incident.

The possible actions are: Assign to me, Edit Incident, and Close Incident.

Operations

This table lists the operations that can be performed in the Summary view.

Parameter Description

Assign to

Me

Allows you to assign the incident to yourself. This option is available in the

All Incidents view.

Edit Incident Allows you to modify an incident.

Close Incid-

ent

Allows you to close an incident.

Delete Allows you to delete an incident.

Report a

Data Breach

Allows you report if there is a data breach. This is visible only if you have con-

figured data breach support in the Integration Settings.

My Incidents Tab

This tab is visible only when there are incidents assigned to you. This figure is an example of the
My Incidents tab.
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The options panel has parameters that can be used to filter incidents. The filter parameters you
choose to filter the incident queue are persisted and retained when you navigate away from the
present view to switch between tabs, sessions, or when you navigate to the incident details
screen. The Reset Selection option enables you to reset the filter options to the default value.

Parameter Description

TIME RANGE Select a time range to view incidents in that time range.

For example:

l Select Last 24 Hours to view incidents created in the
last 24 hours.

l Select All Data to view all the incidents created. 

l Select Custom and provide a date range to view
incidents created in that time frame.

Incident Management Reference Information 78



Incident Management Guide

Parameter Description

PRIORITY Indicates the number of incidents depending on their pri-

orities.

For example: Critical (18) indicates there are 18 incid-

ents having priority set to Critical.

Selecting one of the displayed options filters the incid-

ents and displays only the incident priority selected.

For example: If I select Critical (18), the Incident panel

displays only the 18 incidents with a priority set to Crit-

ical.

STATUS Indicates the incidents categorized depending on their

status.

For example: Assigned (2) indicates there are 2 incid-

ents that are in the Assigned state.

Selecting one of the displayed options filters the incid-

ents and displays only the incidents belonging to the

selected category.

For example: If I select Assigned (2), the Incident panel

displays only the 2 incidents that are in the Assigned

state.

CATEGORY TAGS Indicates the number of incidents belonging to a par-

ticular category.

For example: Malware (5) indicates there are 5 incid-

ents belonging to the Malware category.

Selecting one of the displayed options filters the incid-

ents and displays only the incidents belonging to the

selected category.

For example: If I select Malware (5), the Incident panel

displays only the 5 incidents that belong to the malware

category.
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Parameter Description

LINKED REMEDIATION Indicates the incidents categorized depending on

whether they have remediation tasks or not.

For example: 

Yes (5) indicates there are 5 incidents that have remedi-

ation tasks.

No (3) indicates there are 3 incidents that have no

remediation tasks.

Selecting one of the displayed options filters the incid-

ents and displays only the incidents depending on what

is chosen.

For example: If I select Yes (5), the Incident panel dis-

plays only the 5 incidents that have remediation tasks.

BREACH TAGS Displays the breach tag associated with the incident.

Select this to reset the filter options to the default value.

On the top of the Incident panel is a graphical representation of the incidents assigned to you.
The graph displays a trend by priority and is one line per priority. The graphical representation is
based on the filter chosen. You can highlight the required line per priority by disabling the other
priority options in the box on the right hand side of the graph. 

The lower part has a list of incidents assigned to you and their details displayed as per the filter
chosen.

You can accomplish the following operations from the My Incidents view:

l Edit an Incident

l Close an Incident

l Delete an incident

l Report a Data Breach
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Incident Queue Details View

In the Incident Queue Details view, you can see details of an incident or edit an incident.

To access the Incident Queue Details view:

1. In the Security Analytics menu, select Incidents > Queue.
The Incidents view is displayed.

2. Double-click one of the incidents.
The Incidents Queue details view is displayed.

Related procedures are available in View Incident Details. 

Features

The following table lists the parameters displayed in the Incident Queue Details view.

Parameter Description

Summary Provides overall details for the risk alert.

Priority Displays the priority of the task. This is an editable field.

Alerts Displays the number of alerts.
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Parameter Description

Average Risk

Score

Displays the average risk.

Created Displays details about the date and time when the task was created and by

whom it was created.

Updated Displays the date and time when the task was last updated.

Sources Displays where the incident came from.

Assignee Displays the user to whom the incident is assigned to. This is an editable

field.

Categories Lists assigned categories. 

Status Displays the status of the incident. This is an editable field. 

Toolbar

The following table lists the operations that can be performed in the Incident Queue Details
view.

Parameter Action

Back to Queue Allows you to navigate back to Incident Queue view.

Close Incident Allows you to close the current incident you are viewing.

Report a Data Breach Sends a report of a data breach.

Edit All Allows you to modify the incident as required.

Investigate Events Allows you to closely investigate an event.

Investigate Source IP Address Allows you to closely investigate IP Address of the Source.

Investigate Destination IP

Address

Allows you to closely investigate IP Address of the Destin-

ation.

New Journal Entry Allows you to create and publish a new journal entry.
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Parameter Action

New Remediation Task Allows you to create a new remediation task. 
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Remediation View
In the Remediation view, you can manage and track the remediation tasks, and do the following:

l Send a remediation task as a Helpdesk ticket where it can be managed in a third party
helpdesk system and tracked to closure.

l Send a remediation task to RSA Archer so that it is tracked by the RSA Security Operations
Management solution.

These two options are available if these integration settings are configured in the Integration
Settings.

To access the Remediation Tasks view, in the Security Analytics menu, select Incidents >
Remediation. The Remediation Tasks view is displayed. It is a list of all remediation tasks.

Features

The Remediation Tasks view consists of two panels and a toolbar.

The options panel, on the left, has parameters that can be used to filter the remediation tasks.
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Parameter Description

TIME RANGE

Select a time range to view remediation tasks created in the

selected time range.

For example:

l Select Last 24 Hours to view remediation tasks created in
the last 24 hours.

l Select All Data to view remediation tasks created from the
time the host was installed. 

l Select Custom and provide a date range to
view remediation tasks created in that time frame.

PRIORITY

Indicates the number of remediation tasks depending on their

priorities.

For example: Critical (2) indicates there are 2 remediation

tasks having priority set to Critical.

Selecting one of the displayed options filters the remediation

tasks and displays only the remediation tasks​ of the priority

selected.

For example: If you select Critical (2), the Remediation Tasks

panel displays only the 2 remediation tasks​ with a priority set

to Critical.

STATUS

Indicates the number of remediation tasks belonging to a par-

ticular status.

For example: Assigned (5) indicates there are 5 remediation

tasks in the Assigned state.

Selecting one of the displayed options filters the remediation

tasks and displays only the tasks belonging to the selected

status.

For example: If you select Assigned (5), the Remediation

Tasks panel displays only the 5 tasks that belong to the

Assigned state.
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Parameter Description

TYPE

Indicates the number of remediation tasks categorized by their

type.

For example: Quarantine host (2) indicates there are 2 tasks

of the type Quarantine host.

Selecting one of the displayed options filters the tasks and dis-

plays only the tasks of the selected type.

For example: If you select Quarantine host (2), the Remedi-

ation Tasks panel displays only the 2 incidents that are of the

type Quarantine host.

TARGET QUEUE

Indicates the remediation tasks categorized depending on the

Assignment queue. For example: Operations (5) indicates

there are 5 incidents that have remediation tasks with the

assignment queue for Operations.

Selecting one of the displayed options filters the tasks and dis-

plays only the tasks depending on what is chosen.

For example: If you select Operations (5), the Remediation

Tasks panel displays only the 5 tasks that are in the assign-

ment queue for Operations.

CREATED BY

Indicates the remediation tasks categorized depending on who

created the tasks.

For example: Admin (3) indicates there are 3 remediation

tasks created by the Admin.

Selecting one of the displayed options filters the tasks and dis-

plays only the tasks depending on what is chosen.

For example: If you select Admin (3), the Remediation Tasks

panel displays only the 3 tasks that are created by the Admin.
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Parameter Description

ASSIGNEE

Indicates the remediation tasks categorized depending on who

it is assigned to.

For example: <user1> (3) indicates there are 3 remediation

tasks assigned to user1.

Selecting one of the displayed options filters the tasks and dis-

plays only the tasks depending on what is chosen.

For example: If you select <user1> (3), the Remediation

Tasks panel displays only the 3 tasks that are assigned to

user1.

ESCALATED Indicates the remediation tasks that are escalated.

Resets filter options to default values

The Remediation Tasks panel has a list of remediation tasks and their details.

Parameter Description

Date

Created

Displays the date when the remediation task was created.

Priority
Displays the priority assigned to the remediation task. The priority can be any

of the following: Critical, High, Medium, or Low.

ID Displays the remediation task ID.

Name Displays the remediation task name.

Assignee Displays the name of the user to whom the remediation task is assigned to.

Status
Displays the status of the remediation task. For example, New, In Progress,

Remediated.

Last

Updated

Displays the date and time when the remediation task was last updated.

Days Open Displays the number of days the remediation task has been open.
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Parameter Description

Incident ID
Displays the Incident ID of the incident to which the remediation task is cre-

ated for.

Created By Displays the user who created the remediation task.

Escalated? Displays whether the remediation task has been escalated.

Linked

Ticket

Displays the whether the remediation task was sent as a help desk ticket or to

any other third party solution.

Toolbar

This table lists the operations that can be performed in the Remediation Tasks view.

Parameter Description

Allows you to delete remediation task(s).

Allows you to modify the remediation task.

Allows you to send the remediation task to Help Desk.

Allows you to send the remediation task to RSA Archer.
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Remediation Task Details View

In the Remediation Task details view you can see the details of the remediation task, modify the
remediation task, and view the details of the incident for which it was created.

To access the Remediation Task details view:

1. In the Security Analytics menu, select Incidents > Remediation.

The Remediation tasks view is displayed.

2. Double-click one of the remediation tasks.

The Remediation Task details view is displayed.

Features

The following table lists the parameters displayed in the Remediation Task details view.

Parameter Description

Target Queue Displays the target queue to which the task is assigned.
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Parameter Description

Incident ID
Displays the Incident ID for which the task was created.

Click the ID to display the details of the Incident.

Related Remedi-

ation Tasks

Displays the related remediation tasks. 

Click the related task to navigate to the related task view.

Priority Displays the priority of the task. This is an editable field.

Created
Displays details about the date and time when the task was created and

by whom was it created.

Updated Displays the date and time when the task was last updated.

Type
Displays the type by which the remediation task is categorized. This is

an editable field.

Assignee
Displays the user to whom the remediation task is assigned to. This is

an editable field.

Status Displays the status of the remediation task. This is an editable field.

Toolbar

This table lists the operations that can be performed in the Remediation Task details view.

Parameter Action

Back to Remedi-

ation Tasks
Allows you to navigate back to the Remediation Tasks view.

Send to Help

Desk

Allows you to push the task to the Helpdesk. This option is visible only

when it is configured in integration settings.

Send to RSA

Archer

Allows you to send the task to RSA Archer Solution. This option is visible

only when it is configured in integration settings.
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Parameter Action

Edit

Allows you to modify the task as required.

You can modify the following parameters: Type, Priority, Assignee, and

Status.

91 Incident Management Reference Information




	Incident Management
	Incident Management Process
	Incident Management Workflow
	Incident Management Workflow Diagram
	The Incident Management View

	Review Alerts
	Filter Alerts
	Prerequisites
	Procedure

	Create an Incident Manually
	Add Alerts to an Existing Incident
	Delete Alerts
	Prerequisites
	Procedure
	Result


	Incident Management Process Flow
	View Incident Queue
	View Incident Details
	Edit Incidents
	Edit an Incident
	Edit Incidents in Bulk

	Investigate an Incident
	Add a Journal Entry
	Create a Remediation Task
	Create a Remediation Task
	Modify a Remediation Task

	Send a Remediation Task as a Helpdesk Ticket
	Send a Remediation Task to RSA Archer
	Close an Incident

	Delete Incidents
	Procedure
	Result


	Automate the Incident Management Process
	Configure Notification Settings
	Create an Aggregation Rule
	Set a Retention Period for Alerts and Incidents
	Prerequisites
	Procedure
	Result

	Obfuscate Private Data
	Prerequisites
	Procedure


	System Integration
	Configure Integration Setting to Manage Incidents in Security Analytics
	Configure Integration Setting to Manage Incidents in RSA Archer Security Oper...

	Incident Management Reference Information
	Alerts View
	Features
	Alerts Details View

	Configure View
	Aggregation Rules Tab
	Aggregation Rules Grid
	Toolbar

	Integration Tab
	Notifications Tab
	Retention Scheduler Tab

	Incident Queue View
	Features
	All Incidents Tab
	Incident Queue Details View

	Remediation View
	Features
	Remediation Task Details View



